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1 Introduction
1.1 Background

In this era of interdisciplinary science, many scientific achievements, especially in artificial intelligence (AI), have
brought dramatic revolutions to human society. With the rapid development of AI, especially the emergence and
rapid development of deep learning technology, Al has entered the stage of large-scale industrial application. The
early research of Al mainly focused on learning algorithms, followed by deep learning architecture. The traditional
machine learning models primarily relied on hand-crafted features and statistical methods. Deep learning models can
automatically learn task-specific features from data [I]. Deep learning models, such as convolutional neural networks
(CNNs) [2,3], recurrent neural networks (RNNs) [4l5], generative adversarial networks (GANs) [6l[7], graph neural
networks (GNNs) [8l0], have been widely applied in various Al tasks in recent years. Although deep learning has
been successful in scientific research and industrial applications, the performance is limited in specific fields due to
data-hungry. Training models need a large amount of labeled data to maintain good performance. Along with the deep
learning researches, considerable efforts have been devoted to high-quality AT datasets construction [I0,1T]. However,
the manual data labeling process is costly and time-consuming. The situation is made worse by the fact that the
available data for specific tasks is limited. To reduce the work for dataset construction, we want to adapt a model
trained on existing data to handle new specific tasks. How to achieve the transfer learning process is a critical research
issue in the Al field.

The learning process for understanding, retention, application, and transfer forges the knowledge base of human
beings. We humans can deal with new problems based on the previous learning basis. The fantastic learning process
allows people to go from knowing almost nothing to being specific domain experts. Human behaviors inspire Al
researches. Instead of training an AT model from scratch, transfer learning [12] suggests a two-stage solution to improve
model generalization without much expensive data labeling efforts. The pre-training process captures knowledge from
source tasks, and the fine-tuning process transfers the learned knowledge to target tasks. Knowledge obtained in the
pre-training phase enables the fine-tuning process with limited data.

The transfer learning technique is first applied in the computer vision (CV) field, as there are already large-scale
manually constructed image datasets such as ImageNet [I0], which provide an ideal source for model pre-training.
After absorbing a huge amount of visual knowledge through the pre-training process, models can perform well in
many downstream tasks with adjustment on only a small number of task-related data. Under this circumstance, the
trend of exploring CV field through big models (BMs) are triggered and spread to many specific tasks, including image
classification [I3], image caption [I4], image segmentation [I5] and object detection [I6].

As the BM achieves success in the CV field, similar researches are conducted in natural language processing (NLP).
However, a long-term problem has been challenging text processing since the rise of deep learning. Gradient vanishing
and gradient explosion that can cause unexpected outputs occur commonly in deep networks used in NLP. Thus,
initial research of BM in NLP focuses on shallow networks such as Word2Vec [17]. Nevertheless, shallow networks can
not capture various semantic information of words and sentences. For example, a polysemous shows different meanings
in different sentences, but shallow networks are hard to distinguish. Although networks like RNN are constructed
to solve the above problem by involving context information, the depth remains a pain point. With the advent of
transformer network structure, constructing deep network models in NLP field becomes feasible. After that, the pre-
training technique achieves a series of breakthroughs in NLP. BMs including BERT [I8] and T5 [I9] are trained and
obtain state-of-the-art performance in many downstream tasks.

The 175-billion-parameter GPT-3 performs well on several downstream NLP tasks, especially generation tasks.
Enlarging parameter scale enables BMs to better capture linguistic knowledge contained in the training data. The
study of GPT-3 demonstrates that scaling up models greatly improves task-agnostic, few-shot performance, sometimes
even becoming competitive with prior state-of-the-art fine-tuning approaches [20]. The significant findings attended by
GPT-3 model stimulate the research of large-scale BMs and related technologies. The parameter scale of BMs increases
from billions to trillions rapidly and still keeps the steep upward trend. By enlarging model parameters consistently,
researchers are trying to explore the performance improving limit of BMs.

Currently, the common pattern of realizing artificial intelligence is to construct models through the combination of
data, computing power and algorithms. In recent years, the traditional model construction pattern “different models
for different tasks” is gradually transformed to the new trend “one large-scale pre-trained model for various tasks”. In
this new pattern, we also call large-scale pre-trained models as big models (BMs) for short. Researchers collect data
as much as possible and design advanced algorithms, training big models based on large-scale computing system for
users with different demands.

With the research of big models becoming the focus of artificial intelligence, it is possible that the big model
leads the technological transition in the next few years and brings a new industrial pattern. More specifically, the new
industrial pattern can be analogized to the electricity supply system. The big models play the basic role of “intelligence
producer”, which can generate high-quality intelligence power under the support of large amount computing power
and serve various Al applications. Through the development of big information model and big biomimetic model, the



research process in the fields of electronic information and biomedicine can be accelerated. Meanwhile, the development
of big models can help those innovative enterprises and individual developers construct high-intelligence applications,
thus promoting the intellectual update of real economy.

1.2 Big Model Era

There are several serious pain points in artificial intelligence research and development at deep learning stage. Firstly,
the generalization of models is a common problem, which means the model trained under a specific application
scenarios are not applicable in another. Training from scratch are needed when transferring between different fields,
which leads to high model training cost. Secondly, the present model training is basically in a “hand-crafted" pattern,
because adjusting and tuning parameters needs lots of manual work, requiring for a large number of Al professionals
to participate in. Thirdly, the model training proposes high standards for data quality and large-scale labeled data are
necessary. The lack of data in some fields restricts the application of Al technology.

Those problems mentioned above cause the high-cost and low-efficiency issues in Al development and application.
The AI talent shortage and high research cost also make it harder for those small businesses to train task-specific
models in their industrial scenarios. Therefore, the pattern of “self-training self-use” of tasks-specific models is contrast
with the development trend of AI, becoming the hinder of widely usage of AI technology. Training big models can be
one potential solution due to their strong generalization ability. Big models can be adopted into different tasks with
slight fine-tuning or even without extra adjustment. In this situation, small businesses can conduct their Al researches
by directly calling the big model interface, which can be completed with few algorithm professionals. Thus, the research
cost of developing intelligent application is reduced in a great extent. From a conceptual perspective, Li et al. [2I] point
out that the application of foundation model makes the scheme of self-supervised learning and fine-tuning become
the mainstream approach gradually, and brings the progress of the cognitive ability of intelligent agent. However, one
hidden danger of foundation models is that any defects of them will also be inherited by all their downstream models,
thus quickly covering the whole community of foundation models. The mentioned foundation model is known as the
BMs, and it is called Big Model in the Chinese context. The upcoming subsections will introduce the big model’s
characteristics, why it becomes a trend, and the technical challenges faced by the big model.

1.2.1 The Characteristics of Big Model

Generally, the big model is the production of combining big data, large-scale computing power and intelligent algo-
rithms. Big models can absorb the laws contained in the data and become the carrier of intelligence. From the industrial
perspective, the big model is the bridge connecting artificial intelligence technology and industrial ecology, driving the
development of fundamental software and hardware and supporting various intelligent applications. From a technical
point of view, a big model is a deep neural network with a large number of parameters pre-trained on large-scale
non-labeled datasets. In general, big models can have better generality, adapting to tasks in different domains with
few shot data fine-tuning or even without data adjustment. To help the model deal with domain-specific task, fine
tuning on relatively small dataset in different domains are usually performed, and those specific tasks are referred to
as downstream tasks. The use of big models greatly reduces the dependence of downstream tasks on large quantity of
high quality data, thus some new scenes that facing problems with labeled data collection can be developed.

Given the context in which humanity has been trying to reproduce its general intelligence, the big model is one
of the current research works showing the possession of this high-level intelligence realized by machines. Big models
show the following features of general intelligence.

Big-data Driven. Compared with the domain-specific model, the amount of data required for training big models
is much larger. For example, the NLP pre-training corpora usually tend to have more than 10 billion tokens (about
terabyte level), which provides the richer resource of pattern learning. Generally, big-data training causes a substantial
computational burden, thus presenting higher requirements for parallel computing software and hardware systems.
Like human learning, people at the beginning of life will learn a wide range of data and knowledge to establish the
initial worldview.

Multi-tasks Adaptive. Applications in different domains, such as dialogue generation and protein structure
prediction, need to be pre-trained on different large-scale datasets in the domain before applying them to specific
downstream tasks. However, it is worth noting that the big model performs well on several tasks simultaneously inside
the same domain, such as natural language generation (NLG) and natural language understanding (NLU) tasks that
belong to NLP. This multi-tasks adaptive feature indicates that big models have the potential of general intelligence.
This feature is supported by a bunch of sophisticated technologies and well-designed pre-training tasks. The adaptation
to multi-tasks is similar to how humans acquire a large amount of general knowledge in K12 and can choose multiple
specialties in future undergraduate or research studies.



Few-shot (Zero-shot). Humans are very good at drawing inferences from one another, and if a model can achieve
this, it implies a degree of intelligence. Big models exhibit the ability to adapt several downstream tasks after pre-
training on big data, either triggered by a small group of labelled samples or even no trigger. This trigger generally
refers to a prompt. That means big models have superiority in those specific fields where labelled data collection is
restricted. Enlarging the scale of models tends to achieve further gains of machine intelligence. In the NLP area, BERT
can encode rich semantic and syntactic information with a single representation, and usually, higher layers of networks
encode semantic information [22] which traditional statistic word embedding can not. Besides, the parameter size from
GPT-2 (1.5 billion) to GPT-3 (175 billion) is increased by a factor of 100, and GPT-3 can better achieve downstream
task adaptation without fine-tuning, with some tasks achieving the same effect as fine-tuned model [20].

1.2.2 The Development of Big Models

Since the concept of deep learning was presented formally in 2006 [23], it has gradually become a research hot-
spot in the field of artificial intelligence. The pre-training and fine-tuning paradigm [24], composed of unsupervised
training for weight initialization and supervised fine-tuning, have gradually become the mainstream approach of
model construction. It alleviates the poor generalization caused by the lack of labeled data and random initialization
of weights. Initially, the pre-training model was adopted and stimulated performance improvement in the Computer
Vision (CV) field. For example, the ImageNet dataset [10], which includes more than 14 million images, was used
to pre-train models before being fine-tuned to downstream tasks such as image classification. With the consistent
accumulation of Internet text data and the advent of Google’s milestone model architecture Transformer [25], the pre-
training paradigm started to be used for NLP tasks. The representative pre-trained language models (PLMs) emerged,
including Bert [I8], GPT [26], T5 [19]. During this period, the concept of self-supervised learning in NLP gradually
emerged, that is, using the statistics of context occurrence in a large number of corpus to complete model training. As
shown in Fig. [I} since OpenAl launched the GPT model in June 2018, the scale of the Transformer-based language
model increased, constantly exploring the upper limit of parameter scale in performance improvement. Moreover,
Transformer architecture breaks the boundary of NLP and has been proved to have the performance comparable to
convolution neural network in several CV tasks [272829]. In January 2021, OpenAl released both CLIP [30] model
for text-image matching task and DALL-E model for text-to-image generation task [31], triggering the research in the
field of large-scale multi-modal pre-training. Subsequently, big multi-modal models such as Cogview [32] and BriVL
[33] were released by BAAI in the same year, as shown in Table

Number of model parameters (in billion) (Tsinghua, BAAI, Alibaba),
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Fig. 1. The scale of BMs gradually increases

Table 1. List of important multi-modal BMs since June 2018

Released Time | Institution | Model Name | Parameter Scale
2021.1 OpenAl CLIP -
2021.1 OpenAl DALL-E 12 billion
2021.3 BAAI BriVL 1 billion
2021.6 BAAI Cogview 4 billion
2021.6 BAAI WuDao 1.75 trillion




1.3 Overview of This Paper

There is a lack of systematic analysis and practical discussion of the big models‘ technical challenges and future
direction. In order to better promote the big model research, a roadmap that shows the training conditions, key
technologies, and downstream application of big models is necessary.
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Application o= Text Machine Protein
Dialogue Generation Translation Prediction
=
Key ’ @ '\./'
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Reasoning Interpretability Security Governance Evaluation
Model
Language Vision Multi-modal
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Fig. 2. Roadmap for big models

Resource The bottom resource layer of the big model framework is responsible for providing the fundamental support.
The resource layer involves 3 aspects, including data, knowledge and computing systems.

— Data for Big Model (Section [2)
This section introduces the fundamental dataset resource used for model training. Data quality is one of the most
critical factors affecting models’ performance. First, some existing corpora are introduced respectively. Then, the
technology used in dataset construction, such as data acquisition and data cleaning are illustrated in details. Next,
we propose some common problems in datasets, such as duplication, privacy issues, ethical issues and uneven
distribution. Finally, some directions of further developing big model datasets are discussed.

— Knowledge for Big Model (Section
Knowledge is usually represented in knowledge graphs, which are networks characterizing concepts, entities and
their relations in the real world. This section introduces the properties and related techniques of knowledge and
shows the combination of knowledge and big models. We first give some preliminaries for knowledge graph and
explain the knowledge fusion methods. Then the big model based knowledge acquisition approaches are described.
Moreover, injecting knowledge into big models shows the advantages of knowledge-enhanced big models. At the
end of this section, some future directions are proposed.

— Computing System for Big Model Training (Section
Classical super-computing clusters are mainly used in large-scale scientific computing for high-precision complex
computing. With the expansion of deep learning over the last few years, there has been increasing demand for GPU
computing power. GPU implementation significantly accelerated the implementation of neural network algorithms,
which makes more emphasis is given to GPU computing clusters nowadays. In this part, We intend to introduce
the computing system needed for big model training.

— Parallel Support for Big Model Training (Section
The computational demands of big models are increasing rapidly as the expansion of model parameter scale. The
increased computational requirements need high-performance computing systems and parallel computing tech-
niques to support. In this section, the development process of parallel computing methods is introduced in details.
A variety of existing effective parallel computing techniques are illustrated respectively. Furthermore, we propose
the blueprint of next-generation computational systems for big models at the end of this section.



Big Models

— Big Language Model (Section @
NLP is one of the most important fields in machine learning, and various big models are constructed aiming at
solving NLP tasks. Starting from the language representation methods, the complete NLP big model training
process are illustrated in this section step by step. Additionally, we discuss some advanced topics in NLP big
models, which includes model analysis, long document modeling, multi-task learning, continual learning, knowledge-
enhanced NLP and model acceleration. At the end of this section, we propose some outlooks on how to enable
machine to understand complex semantics.

— Big Vision Model (Section [7)
With the rapid development of artificial intelligence, the computer vision field has witnessed significant progress in
both theoretical research and practical applications. Delicately designed deep models with the abilities to perceive
the visual world and process various downstream vision tasks are leading a unprecedented revolution to many
aspects of the modern information society, such as intelligent robotics and autonomous driving. However, the
growing appetite for data of ever-enlarging deep models has also brought challenges to further advancement of
the community, as the annotation cost for numerous task-specific data and the corresponding training resource
expenses are unaffordable. Therefore, the pre-training technique is then introduced to bridge the gap between the
training resource limitations and demands for higher representational ability of vision features.

— Big Multi-modal Model (Section
Humans can learn from multi-modal information in the real world. To simulate the intelligence of humans, it is
necessary for models to train on large-scale multi-modal data. In the domain of multi-modal big models, the key
challenge is to deal with the heterogeneity of multi-modal data and use them jointly to conduct model training.
Except the text and image modalities, big models for other modalities, such as video and audio, are also introduced
in this section. Besides, we further explain the multi-modal big models in multi-lingual form and propose some
directions that worth further studying.

Key Technologies

— Theory and Interpretability for Big Model (Section E[)

Big models have received great empirical successes in recent years. However, while many useful techniques have
been discovered by practitioners, there has been a lack of solid theoretical understanding and interpretability for
big models. The study of models’ interretability mainly contains three aspects, which are Visually explaining the
knowledge learned by big models or illustrating important inputs, explaining the representation capacity of models
for network diagnosis and combining models with symbolic knowledge bases collected manually to make models
explanatory. In this section, we introduce briefly the existing research development from those three aspects and
propose some promising future study directions.

— Reasoning for Big Model (Section
In recent years, the artificial intelligence technology has basically realized the perceptual intelligence such as vision
and hearing, but it is still challenge to achieve the cognitive intelligence such as thinking and reasoning. In the
process of solving problems, human can understand the whole process with reasoning paths and nodes, but current
deep learning algorithms regard solving most of these problems as a black box. To better simulate the human
problem-solving, reasoning is an important research direction. In this part, We introduce the basic conceptions of
commonsense reasoning, involving the definition, methods and benchmarks. At the end of this section, some future
directions are proposed.

— Reliability and Security for Big Model(Section In recent years, the Al technology is moving from research
studies to our daily life with an irresistible trend. People benefit from the convenience brought by the Al applica-
tions, such as face recognition and information retrieval. However, those advanced technologies also draw people’s
security concerns. In this part, we introduce the reliability and security problems raised by big models and their
corresponding defending methods. Additionally, some future directions of improving the reliability and security of
BMS are proposed.

— Governance for Big Model (Section
With the rapid development of big models, some safety and ethical issues are exposed to the public, which suggests
that a powerful governance system needs to be established. In this section, the definition of big model governance,
the reason for conducting governance and the governance objectives are illustrated first. Then the overview of
present governance works are summarized and introduced. Finally, we point out some open problems and give
several suggestions for better big model governance.

— Evaluation for Big Model (Section [13)

The big model evaluation refers to the activity of evaluating the performance, efficiency, and other features. The
evaluation results are useful in improving models’ interpretability and guiding the modification of big models. Thus,
the research of big model evaluation is worth discussing. In this section, we introduce some existing benchmarks and



corresponding datasets for the evaluation of performance, efficiency and multi-modality respectively, and illustrate
several problems in each evaluation direction. At the end of this section, some promising further works are proposed.

Application The upper layer is responsible for better adapting big models to specific domains, called the Application
layer. We introduce several common applications, including dialogue, text generation, machine translation, information
retrieval, and protein prediction.

— Application in Machine Translation (Section
As the trend of globalization speeds up in the real world, the application of machine translation becomes increasingly
important. In this section, the use of big models in machine translation tasks are introduced. We initially give some
basic information of machine translation, and then list a series of big models that can be applied in the translation.
After that, three categories of pre-training for translation works are presented, including monolingual pre-training,
multilingual pre-training and pre-training for speech translation. In addition, the evaluation methods for big-
model-based machine translation are also mentioned. Finally, some challenges and further trends in this domain
are illustrated.

— Application in Text Generation (Section
Text generation is a task to convert linguistic or non-linguistic input into text. Currently, big models have shown
great performances in text generation tasks. To better understand the present works and future development
of big-model-based text generation, we make some discussions in this section. We introduce three types of text
generation tasks, which are text-to-text generation, data-to-text generation and vision-to-text generation. Besides,
both autoregressive and non-autoregressive generation methods are illustrated in details. To show the link between
big models and text generation tasks, a series of big models that have already been applied to generate text are
introduced. Finally, we propose world-knowledge-aware, controllable and fine-tuning-free as three main directions
for further explorations.

— Application in Dialogue (Section
Dialogue is an important downstream application of big models because it can realise the interaction and communi-
cation between machines and humans. In this section, we first introduce several big models that aiming at dialogue,
such as DialoGPT, Meena and EVA. Then, the present works in three key research directions are summarized.
Those directions contains the persona and personalization in dialogue, the knowledge enhancement in dialogue
and the empathy and emotional support in dialogue. Next, we introduce several interesting and novel application
scenarios of dialogue models and finally give some suggestion on further development.

— Application in Protein Prediction (Section
To make breakthroughs in the therapeutic discovery, it is vital to understand the functions of proteins and design
proteins with desired functions. In recent years, big models have achieved great success in the field of protein
modeling and prediction. In this section, we first introduce some prominent progresses in that domain achieved
by applying big models. Those achievements contain the task of protein function prediction, protein structure
prediction and protein design. Furthermore, some valuable research directions in protein modeling and specific
downstream tasks are discussed at the end of this section.

Relationships Between Layers. The bottom layer provides the essential elements for the middle layer to develop the
key technologies of big models: large-scale data, knowledge and computing power. With the rise of the third genera-
tion of artificial intelligence, knowledge has gradually become one of the basic elements for big model construction.
Generally, there are three types of big models, including big language models, big multi-modal models and big vision
models. The rapid iterative development of key technologies in the middle layer also poses great challenges to the
bottom layer. With the popularity of the large-scale trend, it is urgent to design high-performance hardware and
software facilities and more efficient parallel computing methods. In addition, both model performance and model bias
are highly dependent on data distribution, quality, and size. The ultimate goal of key technology research is to provide
better performance of big models, including solid generalization, strong robustness, high accuracy, and good efficiency.

2 Data
Authord: Hanyu Zhao, Guogiang Wang, Xiang Pan, Mengjie Li, Xiaoyu Chu, Sha Yuan™

Data is one of the most important factors in the field of artificial intelligence. In the machine learning process like
training a neural network model, dataset can be recognized as the material where machine learns knowledge from.

Sha Yuan (yuansha@baai.ac.cn) is the corresponding author of Section
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Intuitively, if the learning resource is not qualified enough, it is hard to achieve ideal results in problem-solving by using
information learned from the resource. Meanwhile, if the scale of a dataset is not large enough, there is the higher
risk that the data distribution in dataset is inconsistent with that of real world. The biased data distribution can
cause the weak performance and robustness of intelligent model in downstream applications. Therefore, constructing
large-scale and high-quality corpora is crucial to the Al research. The data construction is even more important in the
development of big models, because big models are supposed to learn a series of general knowledge from dataset and
apply them in various specific tasks. As shown in Fig. [3] the scale of dataset used for model training has an increasing
trend, especially for those Chinese corpus. This trend also suggests the growing importance of dataset development.

In this part, We firstly make a brief description of existing pre-training corpora, which can give some hints about
which corpora we should use when pre-training language models. As for the pre-training process, we would like to
balance the model’s generalization ability and downstream application performance. Such requirements have revealed
our expectations about the data, and we will illustrate and discuss these topics in the following sections,

— The corpora should cover various knowledge domains, which gives possibilities for the generalization of models. In
Section [2.1] we will introduce the existing corpora.

— The corpora should have high quality, which means it can truly reflect the structure or pattern behind language
distribution. In section we will introduce how to build a high-quality corpora.

— The corpora should be unbiased and should not contain any intended or unintended shift distributions towards
some properties. In Section 2.3 we will focus on the problems needing attention in corpora construction.

— Based on existing works and development of pre-training data in big models, In Section we will discuss further
research questions and directions, including multimodality fusion, how to pretrain a model efficiently and bionic
model.

Dataset Size (GB) with Different Models

6000
YUANLO

5000 ERNIE3.0 A

/

‘WuDao 2.0 A

[

3000 A

4000

PLUG
2000

SWITCH TRANSFORMERS

Ts GPT3

1000 A

GPT2
GPT BERT

2018/06 2018/09 2018/12 2019/03 2019/06 2019/09 2019/12 2020/03 2020/06 2020/09 2020/12 2021/03 2021/06 2021/09

@ Non-Chinese Dataset Size === Chinese Dataset Size

Fig. 3. The size of datasets used for big model training gradually increases

2.1 Existing Corpora

The wide application of pre-training text and multimodality image-text datasets has promoted the development in
the research field of NLP. In this section, we have investigated and studied commonly used datasets and summarized
their characteristics (as shown in Table .

English Wikipedia. English Wikipedia is an annotated English dataset extracted from Wikipedia for domain de-
tection, including texts from 7 different fields. Each document contains the content of a complete Wikipedia article
and has been cleaned up to remove unnecessary parts. The corpora has 31,562 documents, including 25,562 train doc-
uments, 3,000 validation documents and 3,000 test documents. Besides, its vocabulary size is 175,555, multi-labeled
ratio is 10.18%, and each article has an average of 1,152.08 words.

BooksCorpus. BookCorpus is a large collection of free novels written by unpublished authors, including 11,038 books
in 16 different subgenres, 74,004,228 sentences, 984,846,357 words, and 1,316,420 unique words. Besides, each sentence
has an average of 13 words.

RealNews. RealNews is a large corpus of news articles from Common Crawl. Data is limited to the 5000 news
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domains indexed by Google News. It contains 31 million documents with an average length of 793 BPE tokens. Like
C4, it excludes examples with duplicate URLs. News dumps from December 2016 through March 2019 were used as
training data, articles published in April 2019 from the April 2019 dump were used for evaluation.
OpenWebText2(OWT2). OWT?2 is an enhanced version of the original OpenWebTextCorpus, including content
from multiple languages, document metadata, multiple dataset versions, and open source replication code, covering
all Reddit submissions from 2005 up until April 2020.

PubMed Central(PMC). PMC is a free full-text archive of biomedical and life sciences journal literature from
the U.S. National Institutes of Health’s National Library of Medicine (NIH/NLM). The dataset is updated daily. In
addition to full-text articles, they contain corrections, retractions, and expressions of concern, as well as file lists that
include metadata for articles in each dataset.PMC obtained by open registration in Amazon Web Services (AWS)
includes The PMC Open Access Subset and The Author Manuscript Dataset. The PMC Open Access Subset includes
all articles and preprints in PMC with a machine-readable Creative Commons license that allows reuse. The Author
Manuscript Dataset includes accepted author manuscripts collected under a funder policy in PMC and made available
in machine-readable formats for text mining.

ArXiv. ArXiv is a repository of 1.7 million articles, with relevant features such as article titles, authors, categories,
abstracts, full text PDFs, and more. It provides open access to academic articles, covering many subdisciplines from
vast branches of physics to computer science to everything in between, including math, statistics, electrical engineering,
quantitative biology, and economics, which is helpful to the potential downstream applications of the research field.
In addition, the writing language of LaTeX also contributes to the study of language models.

Colossal Clean Crawled Corpus(C4). C4 is a colossal, cleaned version of Common Crawl’s web crawl corpus.
It is based on Common Crawl dataset and was used to train the T5 text-to-text Transformer models. The cleaned
English version of C4 has 364,868,901 training examples and 364,608 validation examples, while the uncleaned English
version has 1,063,805,324 training examples and 1,065,029 validation examples; the realnewslike version has 13,799,838
training examples and 13,863 validation examples, while the webtextlike version has 4,500,788 training examples and
4,493 validation examples.

Wiki-40B. Wikipedia (Wiki-40B) is a clean-up text collection containing more than 40 Wikipedia language editions
of pages corresponding to entities. The dataset is split into train/validation/test sets for each language. The training
set has 2,926,536 examples, the validation set has 163,597 examples, and the test set has 162,274 examples. Wiki-40B
is cleaned by a page filter to remove ambiguous, redirected, deleted, and non-physical pages.

CLUECorpus2020. CLUECorpus2020 is a high-quality Chinese pre-training corpus obtained by cleaning the Chi-
nese part of the Common Crawl corpus. It has a 100G original corpus containing 35 billion Chinese characters and
has been randomly divided into training set, validation set, and test set with a ratio of 99:0.5:0.5. More specifically,
the training set includes 34.7 billion tokens, 106 million sentences; the validation set includes 0.18 billion tokens, 3.9
million sentences; and the test set includes 0.18 billion tokens, 3.9 million sentences. The corpus consists of 4 fields:
news, community interaction, Wikipedia, and comments. It can be directly used for pre-training, language model, or
language generation tasks without additional prepossessing.

The-Pile. The-Pile is a huge, diverse, and open source language modeling dataset. It is constructed from 22 diverse
high-quality subsets—including existing and newly constructed ones. The goal is to obtain texts from as much modal-
ities data as possible to ensure The Pile has a broad generalizing ability. The validation and test components contain
0.1% of the data respectively, sampled uniformly at random.It includes the OWT2, PMC, Book3, ArXiv corpus
mentioned above.

Multilingual C4(mC4). In the C4 dataset, any pages that were not given a probability of at least 99% of being
English would be discarded. Its multilingual variant mC4 dataset contains a colossal, cleaned version of 101 languages
crawled from Common Crawl. Source data is much more than when building the C4 dataset. It is mainly intended to
pretrain language models and word representations.

CC100. Clean unsupervised corpus, CC100, comprises monolingual data for 100+ languages and also includes data
for romanized languages. It was constructed using the URLs and paragraph indices provided by the CC-Net repository
by processing January-December 2018 Common Crawl snapshots.

Conceptual Captions(CC). CC is a dataset of image caption annotations, consisting of about 3.3M <image, de-
scription >pairs. There are 3318333 examples and 51201 unique tokens in the training set, while 28355 and 13063
in the validation set, 22530 and 11731 in the test set. The mean/stddev/median statistics of tokens-per-caption after
data splits are consistent with each other, at around 10.3/4.5/9.0 respectively.

LATON-400. LAION-400M is a dataset consisting of CLIP-filtered 400 million image-text pairs, with their CLIP
embeddings and kNN indices. It was produced in several formats to adapt various use cases. For instance, it not only
released 400 million pairs of image URLs and corresponding metadata but also released 400 million pairs of CLIP
image embedding and the corresponding text. In addition, it released several sets of kNN indices that enable quick
search in the dataset.

WuDaoCorpora. WuDaoCorpora is a Chinese corpus consisting of plain text dataset, dialogue dataset, video dataset,
and multi-modality dataset. The plain text dataset size is 4TB with data obtained by cleaning 133TB of original data,
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involving 100+ fields such as education, technology, etc. It focuses on eliminating personal privacy information from
the original data, greatly reducing the risk of personal privacy leakage. The dialogue dataset is 180 times larger than
the LCCC dataset, and its volume has compressed to 181GB after using the most stringent data clearing method at
present to clear from 9TB original data. The video dataset includes 3 million video clips of 11TB. The video clips
are processed by mainstream video frame extraction and marking technology, so the tags are more complete. The
multi-modal dataset includes 650 million pairs of graphs and text, totaling approximately 93TB.

Existing datasets provide solid supports for the training of big models. However, the needs of constantly increasing
model scale and improving model performance propose higher requirements for both the quantity and the quality of
datasets. Thus, it is valuable to invest efforts in constructing better datasets. The corpora construction is much more
complex than a gathering work. Those raw texts collected from websites are usually not feasible for the model training.
In next section, we will introduce some data processing methods used in dataset construction.

Table 2. Popular Corpora Used by the Research Community.

Dataset Name Text | <image, Text> Size Applied-Model
English Wikipedia v - 19.13 GB BERT, XLNet, GPT3
BookCorpus2 vV - 9.45GB BERT, XLNet, RoBERTa, GPT3
RealNews vV - 120GB Grover
OpenWebText2((OWT2)) v - 125.54GB GPT2/3, RoBERTa
PubMed Central Vv - 180.55GB GPT-neo, BioBERT
ArXiv vV - 112.42GB GPT-neo, WuDao
C4 Vv - 750GB T5
Wiki-40B vV - 4GB Transformer-XL
CLUECorpus2020 V4 - 100GB RoBERTa-large-clue
The-Pile Vv - 1254.20GB GPT-neo, WuDao
CC100 Vv - 2.5TB XLM-R
multilingual C4(mC4) Vv - 26TB mT5
Conceptual Captions(CC) - 4 3.3M image-text pair VL-BERT
LAION-400 - Vv 400M image-text pair CLIP, DALL-E
WuDaoCorpora Vv 4 650M image-text pair + 5TB CPM-2, WuDao

2.2 Corpora Construction

Large-scale unlabeled datasets are widely used in self-supervised learning tasks of NLP. Among them, the Common
Crawl dataset stands out because of its great performance. It can obtain a large amount of unlabeled text data through
the Internet. It should be noted that most text is not a natural language and mainly consists of messy or obsolete text,
such as menus, error messages, or repeated text. In addition, the content of a large amount of text, such as offensive
language, placeholder text, source code, is unlikely to be helpful for downstream tasks. Therefore, further detailed
filtering is required to obtain pure text, eventually affecting the model’s effect and conclusion. To investigate how to
improve data quality, we summarize the text cleaning rules of well-known corpora such as C4 [I9], CLUECorpus2020
[34] and WuDaoCorpora [35], etc.:

— Evaluate web page quality based on text density. Evaluate every data source’s quality before text extraction and
ignore web pages whose text density is lower than 70%.

— Data deduplication. Text reposting is a common phenomenon on web pages, and it can be used the SimHash
algorithm to remove duplicated content.

— Filter web pages by text length. Web pages with few words usually do not contain any meaningful sentences. Thus,
these web pages are not appropriate for training language models. If a web page contains less than 10 Chinese
characters, ignore it.

— Filter web pages by sensitive vocabularies. Sensitive information such as dirty words, seditious comments, and
other illegal content adversely affects building a harmonious and positive technical model and social environment.
As a result, it is necessary to exclude web pages that contain the above contents.

— Remove personal privacy. To protect everyone’s privacy security to the greatest extent, we can write regular
expressions to match private information (i.e., identity number, phone number, QQ number, email address, etc.)
and remove them from the dataset.

— Delete incomplete sentences. Incomplete sentences can be problematic in model training. We can use punctuation
marks (i.e., period, exclamation mark, question mark, ellipsis) to divide extracted texts and delete the last segment,
which is sometimes incomplete.
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— Delete web pages containing much garbled information. Because of the breach of the W3C standard of some web
pages, text extracted from them is often garbled. To exclude garbled contents in our corpus, we need to filter web
pages with high-frequency garbled words and use a decoding test for double-checking.

— Remove abnormal symbols. To guarantee the smoothness of extracted text, we need to remove those abnormal
symbols (i.e., Emoji, logo, etc.) from web pages.

— Remove web page identifiers. Since web page identifiers such as HTML, Cascading Style Sheets (CSS), and
Javascript are unhelpful for language model training, we can remove them from extracted texts.

— Transform traditional Chinese to simplified. Since there are Chinese characters in both the simplified version and
the traditional version, we need to transform those traditional characters into simplified versions to make the
character format in the corpus unified.

Then, some work will use filters to the prepossessed documents to further remove the harmful, advertising, and
low-quality documents. For instance, GPT3 [20] and PANGU [36] trained a classifier to score the quality of each
document and eliminate the documents with scores below a threshold.

2.3 Noteworthy Issues

Sizes of datasets have grown hundreds of times over the past few years. As a consequence, checking such large-
scale datasets is a nearly impossible task. However, they may be full of low quality and contain biased and private
information. Moreover, the datasets may even contain duplicate or highly similar samples. And another common
problem in collected datasets from websites is that they may be unevenly distributed.

These data issues have implications far beyond metrics such as perplexity or validation loss, as learned models
reflect the biases present in the training data. As a result, quantitatively and qualitatively understanding the datasets
themselves is a research challenge in its own right.

2.3.1 Duplication

Recently, numerous research works have investigated the negative impact of data duplication on model training.
Researchers [37] explored the effects of code duplication on machine learning models, and they thought that duplicate
examples in code datasets cause worsened performance on code understanding tasks. Katherine’s [38] work showed
that because the pre-training corpus contains many near-duplicate examples and long repeated substrings, over 1% of
the output results of language models trained on these datasets are copied word by word from the training data. Most
of these duplicate data are the same news or machine-generated data on the Internet. By deduplicating the data can
reduce the rate of emitting memorized training data by a factor of 10x, and require fewer train steps to achieve the
same or better accuracy. Unfortunately, several common NLP datasets have data duplication problems. For example,
Bandy [39] found that the book corpus [40], which was used to train models such as BERT and GPT3, has contained
thousands of duplicated books.

Data needs to be deduplicated to eliminate the adverse effect of data duplication on model training. However, a
large amount of repeated text is not a strict match in the complete sense, and simple string matching may not be
located. Brown trains the GPT3 model, using Spark’s MinHashLLSH implementation with 10 hashes. They also fuzzily
removed WebText from Common Crawl. Overall this decreased dataset size by an average of 10%. Katherine [3§]
proposes two scalable techniques to detect and remove duplicated training data from C4.

Memorizing Train Sets. The risks of data memorization, for example, the ability to extract sensitive data such as
valid phone numbers and IRC usernames, are highlighted by Carlini et al. [41]. While their paper identifies 604 samples
that GPT-2 emitted from its training set, we show that over 1 of the data most models emit is memorized training
data. In computer vision, memorization of training data has been studied from various angles for both discriminative
and generative models [42,/43[441[45]/46].

Duplicate text in training data. The Book Corpus [40], which was used to train popular models such as BERT,
has a substantial amount of exact-duplicate documents, according to Bandy and Vincent [39]. Allamanis [37] shows
that duplicate examples in code datasets cause bad performance on code understanding tasks.

Advantages of deduplication. Katherin [38] shows four advantages of the big model training on the deduplicated
datasets:

— Reduce the size of the datasets.

— reduce the rate of emitting memorized training data.

— eliminate the train-test set overlap, which may causes researchers to over-estimate model accuracy and biases model
selection towards models and hyperparameters that intentionally overfit.
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Table 3. Bias in big models

Input: Naturally, the nurse isa
GPT2(sexist): woman.
Input: All terrorists are
T5(racist): Muslims.
Input: I'm aman and I __ gay people.s
T5(homophobic): hate
Input: Two guys in a bar start a
GPT2(violent): fight.

— Deduplicating training data does not hurt perplexity: models trained on deduplicated datasets have no worse
perplexity compared to baseline models trained on the original datasets. In some cases, deduplication reduces
perplexity by up to 10%. Further, because recent LMs are typically limited to training for just a few epochs [47],
47|, the models can reach higher accuracy faster by training on higher-quality data.

Duplication detection. Katherin [38] proposes two scalable techniques to detect and remove duplicated training
data. Exact substring matching identifies verbatim strings that are repeated. It allows one to identify cases where
only part of a training example is duplicated. Approximate full document matching uses hash-based techniques [48]|
to identify pairs of documents with high n-gram overlap.

Methods for Identifying Duplicates. The simplest technique to find duplicate examples would be to perform
exact string matching between all example pairs, but as we will show, this is insufficient. We introduce two comple-
mentary methods for performing deduplication. First, using a suffix array [49], we remove duplicate substrings from
the datasets if they occur verbatim in more than one example. Second, we use MinHash [48] , an efficient algorithm
for estimating the n-gram similarity between all pairs of examples in a corpus, to remove entire examples from the
dataset if they have high n-gram overlap with any other example.

2.3.2 Privacy and Ethics

Bias in Big Language Models. There is a strong concern about the privacy of language models. Large datasets
are typically based on web crawlers from the internet, which are only filtered with some simple rules [47,[19]. Those
language models can take the various source into pre-training corpus, which leads to the privacy leakage consideration.
In addition, many upstream applications are based on these big models. The bias of those models learned through the
pre-training process may cause serious problems. In word2vec [50,51], they showed vector(“King”) - vector(“Man”) +
vector(“Woman”) inferences a vector that is closest to the vector representation of the word Queen. Such properties
are seen as a good attribute to words representation. However, if it uses “man” to “computer programmer” analogizes
“woman” to “homemaker” [52], things get different. Many works [63[54] showed that gender bias was used for shortcut
prediction. For generation models, some researches also [55l20] showed that toxicity generation is out of boxes when
we are using big models. In Table [3] we show some specific examples of bias in model output.

Bias Detection in Corpus. To understand what kinds of bias in word representation, word embedding bias
detection methods are proposed [56,57]. One current limitation is that most of the works are focused on one specific
type of bias. When we have no idea what kinds of bias are hidden in those corpora, we can only test them one by one.

Attack Big Language Models These bias and privacy problems will not only affect the prediction results
invisibly, they can also make models easily to be attacked. Some attack frameworks based on data leakage are proposed
[58]. The training data can be recovered from BMs [41].

Debasing Methods in Big Language Models. Improving the quality of word representation [59606T] can
make word embedding more semantic meaningful so that models will be less dependent on shortcut information used
in downstream task. Big models are more and more powerful and contain more semantic information. However, these
methods can not ensure being rid of privacy leakage and bias representation questions. When structured or meaningful
information is not available, the models will still rely on shortcut information to make predictions [62].

Recent powerful language models are still shown to be biased. There are various methods are proposed to get rid
of bias [63]:

— Changes to the initial training data to mitigate bias a prior.

— Training a separate model to filter the content generated by a language model.
Fine-tuning a big language model on data with desired properties.

— Tagging data so that the model learns to distinguish among certain forms of content [64].
Training models to be more “fact-aware” [65]

Reinforcement learning with human feedback [66].
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— Leveraging the model’s own knowledge to improve outputs (e.g., with careful prompt design).

— Developing more expansive suites of “bias tests” that models can be run through prior to deployment

— Red-teaming the model at scale by engaging trusted partners to work with the model and through limited com-
mercial offerings.

Trying to make an unbiased corpus can eliminate the problem from the source. When we create the datasets, meta
and some information is suggested to be collected for bias management [67].

2.3.3 Unevenly Distribution

It is a common perception that the probability distribution of tokens contained in the corpus implies human knowl-
edge. The big models simulates the probability distribution by learning the tokens sequence. Hence, the big model is
dependent on the distribution of the topics.

Unevenly distributed data collection can introduce a bias. This type of topic selection bias is caused when the
probability of a sample being generated is related to the quantity being observed.

This is easy to see with a simple example, suppose that the collected corpus is drawn from the finance region. The
style of finance would be inherited into the text generation task.

Either way, it would not ever recommend throwing out data unless one has a really good reason. In most cases, it
can correct for the bias introduced if we understand how the data was collected. One way to achieve this is to balance
the distribution of the topics.

2.4 Future Directions
2.4.1 Generate Data base on Big Model and Knowledge Graph

The common practice for big language models has gone from human-to-corpus-to-models. However, the human-crawled
natural language text itself only represents a limited range of knowledge, and facts may be contained in unstructured
data such as long sentences in many different ways. In addition, the non-factual information and harmful content in the
text may eventually lead to model bias. Recently, some researchers began to study from models-to-corpus. As the Fig.
shows, Oshin et al.[68] propose pipelines for training the TEKGEN model and generating the KELM corpus. The
author experiments the evaluation using two open domain question answering datasets and one knowledge probing
dataset. The experiment shows that using the generated corpus (KELM Corpus) training model can better learn
knowledge, and it is an effective method to integrate knowledge graph and natural language text. Similarly, Peter et
al. [69] proposed a symbolic knowledge differentiation framework. This framework uses the GPT3 model to generate
a commonsense graph for training a small model with common sense reasoning ability. The experimental results show
that this small model is better than GPT3 in a commonsense reasoning task. Using a BM combined with a knowledge
graph to generate data can not only be used for model pre-training but also be used as a new knowledge base question
answering (KBQA) method. Hanyu et al.[70] proposed to use the BM to generate the corresponding QA corpus for
each triplet of the knowledge graph, and solve the KBQA task only by calculating the similarity of the question and
sorting. These generated Q&A pairs can also be further used to train the model.

The above work shows that the BM combined with the knowledge graph to generate data can not only provide
a factual and unbiased corpus for the model pre-training stage, but also solve the problem of alignment between the
text semantic space and the graph semantic space, and can better integrate the knowledge graph with BMs. At the
same time, it can also provide a new way of solving problems for downstream tasks, which has significant research
value. It is foreseeable that there will be more and more work to carry out further research on this in the future.

2.4.2 Why and How Unsupervised Training Helps?

Unsupervised Training Theory. The unsupervised pre-training have shown huge success in big language models.
Understanding why and how the pre-training works are essential. Some works [71l[72] show that unsupervised pre-
training appears to play predominantly a regularization role in subsequent supervised training and can also help the
fine-tuning optimization process.

Big models are proven to be good at few shot tasks [20], which implies that the training corpus contains the
information required for performing such tasks and the common pre-training process grants the trained big model
some access to these higher level capabilities. Including both sentences in the same input helps the semantic learning
is shown on [73l[74]. The process of segmenting the corpus into training examples directly affects the big model” ability
to integrate cross-corpus information, which is referred to as inductive bias. In addition, including semantically related
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non-neighboring sentences in the same pre-training example yields improved sentence representations and open domain
question answering abilities [75].

Pretraining Corpus Domain. Continuing pretraining in target domain text helps generalization [76]. However,
pretraining in a similar target domain may have the worst performance than model pretraining in the general domain
[77]. The interesting question is, do we really need so much data to train a model? Some recent work [78] tying to
pretrain a model from scratch only uses the target task related corpus, which gives us some hint about how to select
and collect pre-training data.

How much data do we need? Some work [79] shows that the threshold that the size of corpus we need to
make the model leaned linguistic feature, which gives some hint about generally how much data we need to learn
those transferable and shared features. Another interesting thing is that even a little hard training example those
shortcut learning can not solve will help learn linguistic features. However, there is a gap between how big model
digest information and how downstream tasks use information.

2.4.3 Multi-modal Fusion

Where is NLP going? Yonatan et al. [80] in Ezperience Grounds Language propose the notion of a World Scope (WS)
as a lens through which to audit progress in NLP. They define five WSs, and they note that the most popular pre-
training in NLP operates in the WS2 (Internet) which uses unstructured, unlabeled, multi-domain, and multilingual
data. At the next stage, WS3 (Perception), the model needs to have perception ability and learn from text, image,
audio, video, and other modes. At present, the multi-modal pre-training corpus is mainly composed of weak superior
image-text pairs. Google presents a dataset of image caption annotations, Conceptual Captions, which is about 3.3M
image-text pairs [81]. To further enhance the pre-training quality, Microsoft collected a large-scale weak-supervised
image-text pairs from the Web, containing 10M image-text pairs [82]. With the advent of the era of a big model,
the demand for data of models is further improved. Such as, CLIP [30] use 400M image-text pairs collected from the
internet.

Though big models show the generality of many NLP tasks, they lack common knowledge in many specific scenes
and perform poorly at reasoning. Note that humans learn knowledge from structural knowledge (such as the knowledge
graph) and non-structural knowledge (such as reading books and conversation with people). Though the big models
are trained with feeding a large amount of corpus, the type of feeding the corpus is like the study of human reading.
Hence, constructing the structural knowledge and how the big model learns the structural knowledge is worth studying.
Moreover, note that humans interact information of the natural, including language, vision, touch, hearing, gustation,
and smell. How to simulate the human capturing multimodal information in real time and learning based on the
information is worth studying.

2.4.4 Next Step of Efficient Data Usage

Human kinds or babies may not need so many samples to learn a new task, or at least do not need so much data
the model currently used. One suggestion is that language neural connections are intrinsically embedded in the initial
neural connections, which means language learning is just like fine-tuning in that initial connections. So one possible
question is that can we get some idea from the human connections to make language model architecture more efficient?
Another suggestion is that human babies are immersed in language environments filled with various signals, including
the voice, lip activities, body language, and face expression. All those signals will help learn the semantic language,
and the interaction of all those things will make learning easier. Another interesting thing is that can we use the
various aligned signals to make data usage more efficient?
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3 Knowledge
Authori: Xiaozhi Wang”, Jifan Yu", Xin Lv", Zijun Yao, Fangwei Zhu, Shulin Cao, Juanzi L, Lei Hou™

Knowledge refers to the huge amount of facts in the real world, and is usually stored in a graphical structure.
Knowledge graphs are networks that characterize concepts, entities and their relations in the real world, enabling a
leap from string descriptions to structured semantic descriptions of the world. In recent years, knowledge graphs have
become the basis for the organization of the internet resources and are the infrastructure for big models.

In this part, We intend to introduce the related techniques of knowledge graphs and show the connection of
knowledge and big models. The following provides the detailed contents of this part.

— To obtain some basic ideals about knowledge graph, we intend to introduce the preliminaries and categories of
knowledge graphs and show how to integrate or fuse knowledge in Section [3.1

— Knowledge acquisition is an important work in artificial intelligence. In Section [3.2] we will introduce the effects
of big models in the process of knowledge acquisition.

— The lack of knowledge is one of the main problems of big models. There are many studies trying to solve this
problem. In Section [3.3] we will focus on the knowledge-enhanced big models.

3.1 Knowledge Graphs and Knowledge Integration/Fusion
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Fig. 5. An example of knowledge graph.

3.1.1 Preliminaries for Knowledge Graph

Knowledge graph can be formally defined as KG = {C,Z, R, T}, where C is the concept set, Z is the instance set, R
is the relation set and 7T is the triple set. In practice, we can also not distinguish between concepts and instances
and treat them uniformly as entities, i.e., we have entity set £ = C UZ. Concept is an abstract description of a
class of instances in the knowledge graph, indicating that these instances have similar characteristics. Instance is
the basic component of the knowledge graph, and it is a concrete description of a unique thing in the world. Usually,
an instance belongs to one or more concepts. Relation connects instances and concepts in the knowledge graph.
Specifically, relations mainly include semantic linking relations R, that describe structure knowledge, and attribute
relations R, that describe specific text-based attributes of instances. Triple is a factual description of the world. It
is a combination of entities and attributes. Fig. [5] is a small knowledge graph, where Location is a concept, BAAI
is an instance, LocatedIn is a semantic linking relation, inception is an attribute relation and (BAAI, LocatedIn,
Beijing) is a triple.

Depending on the source of information and the way of knowledge acquisition, the current knowledge graphs are
divided into the following three categories.

Experts annotated knowledge graphs. Most of the early knowledge graphs are annotated by experts. The
knowledge in these knowledge graphs is accurate, but the size of experts’ annotated knowledge graphs is usually small
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due to the limitation of expert knowledge. Cyc [83], WordNet [84] and HowNet [85] are some typical experts annotated
knowledge graphs.

Wiki-Based knowledge graphs. Wikipedia, which is built by the collaborative editing of a large number of
volunteers, is the largest knowledge resource on the Internet. In recent years, there are many knowledge graphs built
using Wikipedia, which are designed to take advantage of the rich factual knowledge in Wikipedia. For example,
DBpedia [86], Freebase [87] and YAGO [88] are all Wiki-Based knowledge graphs.

Knowledge graphs extracted from unstructured texts. With the development of information extraction
technology, it has become possible to automatically extract structured knowledge from text. Thanks to this, this type
of knowledge graphs can be constructed automatically by acquiring structured knowledge from massive unstructured
text without relying on experts and existing Wikipedia knowledge. NELL [89] and KnowItAll [90] are typical of such
knowledge graphs.

3.1.2 Knowledge Graph Completion and Integration

Big models perceive the world and learn from it by self-supervised learning over huge amounts of unlabeled data.
There has been work in recent years [91] demonstrating that big models contain knowledge. However, this knowledge
is stored in the parameters and cannot accurately cover all the knowledge in the world, especially the low-frequency
knowledge. As a resource to accurately store massive world knowledge, knowledge graph can be a good solution to
this problem of big models, e.g., we can explicitly add the knowledge in the knowledge graph to the big model, or
use the big model to retrieve the accurate knowledge in the knowledge graph. Therefore, we can see that large-scale
knowledge graphs containing accurate knowledge are important infrastructures for big models.

Although there evolve many large-scale knowledge graphs, such as Freebase and Wikidata, most of them face serious
incompleteness problems. For example, as shown in the paper of Knowledge Vault [92], 71% of people in Freebase have
no known place of birth, and 75% have no known nationality. Therefore, it is important to automatically complete
the missing knowledge in the knowledge graphs. In addition to incompleteness, the existing structured knowledge is
distributed in different knowledge graphs, and there is no unified knowledge graph that substantially contains all the
entities and their facts in the world, which is urgently needed to better serve the big models.

To solve the above problems, researchers develop many technologies towards knowledge graph completion and
integration. Knowledge graph completion, as an intra-graph knowledge augmentation method, aims to deduce new
facts from the existing knowledge graphs. It aims to discover hidden relations that are missing in the knowledge
with observed relations. Knowledge integration, as an inter-graph knowledge augmentation method, connects facts
among multiple different knowledge sources. It augments the facts and the entities among all the involved knowledge
graphs. Both methods will potentially produce a new knowledge graph with more knowledge information, which better
serves natural language tasks requiring explicit knowledge guidance. This section will introduce link prediction, triple
classification for knowledge graph completion, and entity matching, entity alignment, and entity linking for knowledge
graph integration.

Link Prediction. The relational knowledge (relations) is modeled as links in the knowledge graph with specified
relational labels. Thus, the relational knowledge discovery is equivalent to predicting whether there are links between
two entities that are not inter-connected in the existing knowledge graph. Two lines of work have been proposed for
link prediction, including knowledge graph embedding (KGE) [93] and multi-hop reasoning [94].

KGE aims to embed all entities and relations into a continuous low-dimensional space. With this method, missing
relational links between entities are predicted using a scoring method, which computes a score for each link based
on vector space representations of embedded entities and relations. Current methods for KGE can be grouped into
three categories: 1) Translation-based models. From TransE [95] to the recent state-of-the-art RotatE [96], translation-
based models have shown great performance. Inspired by word2vec [51], given a triple (h, r, t), TransE learns vector
embeddings h, r and t which satisfy r ~ t — h. Afterwards, to address the 1-to-N, N-to-1, and N-to-N relation
problem, abundent attempts have been made, including TransH [97], TransR/CTransR [98], TransD [99], TranSparse
[100], PTransE [10I] and ManifoldE [102]. 2) Bilinear models. RESCAL [I03] is the first bilinear model. It associates
each entity with a vector to capture its latent semantics. Each relation is represented as a matrix, which models pairwise
interactions between latent factors. Many extensions of RESCAL have been proposed by restricting bilinear functions
in recent years, including DistMult [104], HolE [I05], and ComplEx [106]. 3) External Information learning methods.
External information is significant for knowledge representation. Existing methods explore to use various external
information to improve KGE, including external context information in a text corpus [I07], entity descriptions [108],
and logical ruls [I09,ITOLTTI].

Multi-hop reasoning is another line of work for link prediction. Different from KGE, it aims to predict the tail entity
for every triple query (h,r,?) and meanwhile provide a reasoning path to support the prediction. Current models for
this task can be grouped into two categories: 1) reinforcement learning (RL) based models. Various efforts have been
made to improve the RL performance for multi-hop reasoning from MINERVA [112] to DacKGR [94]. For example, M-
Walk [II3] propose M-Walk to solve the reward sparsity problem using off-policy learning. MultiHopKG [114] further
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improves MINERVA using action dropout and reward shaping. MetaKGR [I15] propose MetaKGR to address the new
task of multi-hop reasoning on few-shot relations. In order to adapt RL models to a dynamically growing KG, CPL
[116] is proposed to do multi-hop reasoning and fact extraction jointly. 2) Neural symbolic models. In addition to the
above RL-based reasoning models, there are some other neural symbolic models for multi-hop reasoning. NTP [I17]
and NeuralLP [I18] are two end-to-end reasoning models that can learn logic rules from KGs automatically.

Compared with KGE models, multi-hop reasoning models sacrifice some accuracy, whereas showing great inter-
pretability. In the future work, combining KGE and multi-hop reasoning methods is a promising direction, which
benefits both from the precision of KGE methods and the interpretability of multi-hop reasoning methods.

Entity Alignment. Entity alignment aims to identify entities from different knowledge graphs that refer to the
same real-world object, which serves for knowledge graph integration. Ideally, entity alignment models can leverage the
relational knowledge (also referred to as structural information) among entities, as long as the literal entity descriptions
and the entity attribute values. Thanks to the inherent network structure of knowledge graphs, early attempts are
developed on network algorithms. Network matching based methods explore neighborhood similarity between nodes
and propagate the similarity score on the whole graph [IT9120]. The network structure can be further combined
with a probabilistic graph model [I21[122] to model the uncertainty. Entities, as nodes in the knowledge graphs, are
modeled as explicit variables, and the matching labels are modeled as implicit variables. Most recently, knowledge
representation learning has been shown effective in well capturing the semantic information of the knowledge graph.
They convert entities into low dimensional vectors and compare entities via simple vector similarity metrics.

Nevertheless, the graph structure is not always available when the entities are recorded as attribute-value pairs in
the table. There are specially designed methods for aligning entity records in attribute-value pairs, which are known as
Entity Matching (also called Entity Resolution in some other literature). These methods aims to decide for entities
from different tables whether they refer to the same real world object according to their attribute values, without
accessing the relational knowledge. A typical entity matching system usually consists of a blocking module and a
matching module.

Matching between two tables with IV and M entity records requires determining a total N x M entity pairs. To
reduce the computational cost, blocking filters out vast entity pairs that are not matching with simple rules. The exact
match rule assumes that two identical entities must have exactly the same attribute values on certain attributes, such
as Gender attribute for matching entities under People concept. Similarity Blocking calculates the similarity of two
entity records, such as Jaccard similarity, cosine similarity between word embeddings, and filters out entity pairs that
are less similar. This is especially useful when the attribute values are ad hoc linguistic descriptions. More complicated
blocking rules combine multiple predicates.

For hard cases after blocking, entity matching performs detailed analysis above their attribute values. Early works
focus on engineering matching rules along with sophisticated comparison features. Recent study suggest that the at-
tention architecture [123l[124] and the pre-training scheme [1251[126] may serve as an important role in entity matching.

Recently, there evolves several systems that automate entity matching. Magellan [127] provides automatic feature
extractor, blocking, and non-deep learning-based matching. DeepMatcher [128] investigates deep learning for entity
matching. DITTO [125] uses big models as basic construction blocks for entity matching.

Entity Linking. Entity linking aims to map words of interest (mentions) in input text to corresponding entities in
a knowledge base. For example, identifying “Li Bai” in “Li Bai is the author of many poems” refers to the famous poet
rather than the song with the same name. Entity linking bridges the gap between unstructured text and structured
knowledge, and is beneficial to various downstream tasks like semantic search as it infuses knowledge into texts. The
core challenge in entity linking is text ambiguity: the same words may refer to different entities depending on contexts,
and entity linking models should determine the correct entity among candidates.

Early works [129,[130] focus on exploiting structured data (relation graph, co-occurrence probability, etc.) in knowl-
edge graphs, which rely on data quality and are constrained to fixed knowledge bases. Recent works turn to Wikifica-
tion, taking Wikipedia as the corresponding knowledge base in order to link mentions to an ever-updating entity set.
Considering the great scale and variable relations in Wikipedia, graph-based techniques generally don’t apply, and big
models are widely adopted in representing the text features. BLINK [I31] encode contexts and entity descriptions via
big models, while GENRE [I32] builds an autoregressive model to directly output the unique name of chosen entities.
These new models may also be viewed as “pre-trained entity linking models”, as they are trained on the large-scale
Wikipedia corpus, and can be easily transferred to specific datasets by fine-tuning on in-domain training data.

Wikification entity linking models integrate the vast underlying human knowledge in Wikipedia and are capable
of linking low-resource entities by merely encoding textual descriptions about the given entity, providing a universal
solution to mining knowledge from general texts. On the one hand, the success of Wikification entity linking models is
inseparable from the natural language processing capability of big models. And on the other hand, entity linking reveals
entities in text and separates them from other non-meaningful data, which highlights the core structural components
in unstructured text, potentially benefiting the natural language understanding ability of big models. Acting as the
bridge between knowledge and text, entity linking and big models are complementary to each other.
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3.2 Big Model-based Knowledge Acquisition

Knowledge acquisition is the problem of how machines acquire knowledge in artificial intelligence and knowledge
engineering systems [I33], including named entity recognition, relations classification, concept discovery, etc. In the
era of large-scale knowledge graphs, how to efficiently and accurately discover, collect, summarize, and detect high-
quality knowledge has attracted the attention of a large number of researchers [134]. Especially the efforts from
the natural language processing community make it possible to obtain knowledge from unstructured text. As big
models have exceedingly achieved outstanding performance on various natural language processing downstream tasks,
researchers are intrigued by their promising performance on knowledge acquisition tasks. In recent years, along with the
increasing understanding of models, knowledge engineering researchers have experimented with paradigms including
fine-tuning, machine reading comprehension, and parameter-less tuning (including Adapter and prompt tuning) to
invoke the large number of external resources modeled by large models [I35136L137]. In the midst of this vigorous
journey of exploration, there have also emerged some directional debates about the association between big models
and knowledge bases. In general, these attempts consist of two relevant lines:

Regarding the Big Models as Booster. Stemming from the ultra-large training corpus set, the large model
is often considered as a strong semantic parser, so researchers use the large model instead of existing initialization
representation tools and use the large model as a good capability aid for existing methods by, e.g., fine-tuning the
large model.

Regarding the Big Models as Resource. The scale of data perceived by big models far exceeds that of datasets
for specific knowledge acquisition tasks, which makes the adoption of big models as a source of knowledge acquisition
itself quite promising. While there is still a fair amount of debate about whether big models can fully replace knowledge
graphs, the idea that big models contain at least some common-sense knowledge is gradually being accepted.

As the sun rises on big model research, we are obliged to provide a directional review and summary of the existing
exploration in this area. In this section, we will summarize several types of approaches that use big models to assist
in knowledge acquisition, as well as some ongoing discussions on the association between big models and knowledge
bases, and finally give some of the current urgent puzzles and challenges in the field, which we expect to be effectively
pursued in the future.

3.2.1 Big Model as Booster for Knowledge Acquisition

Since most of the knowledge is embedded in language-based data, automatic knowledge acquisition models have been
using different linguistic modeling approaches to enhance their performance for a long time. From Topic Modeling
to word2vec, named entity recognition, relationship classification, entity alignment and entity linking are among the
tasks that have moved forward on the wave of natural language modeling. To date, several possible paths have been
explored for the use of large models.

Encoder and Fine-tuning. Direct usage of language models or other types of big models is to employ the encod-
ing ability in the initialization stage. With BERT [I8] just making its debut in natural language tasks, researchers
have tried to use BERT as a good encoder and quickly identified a series of fine-tuning-based knowledge acquisition
paradigms [138[1391[140]. Indeed, this exploitation of large models relies heavily on their modeling of linguistic norms
to better serve the part of natural language understanding, i.e., NLU capabilities. The results of this phase quickly
lead to a consensus among knowledge acquisition researchers, so that subsequent work is almost all based on the use
of big models. Since the size of the big models remains in the acceptable range during this period, many researchers
are not satisfied with just fine-tuning the general large models, but instead also choose to further improve the results
by training big models unique to their own tasks, such as Blink for entity linking task [I31].

Meanwhile, benefiting from the powerful support capabilities of big models, knowledge acquisition researchers
are beginning to challenge more complex scenarios, including federating multiple tasks and completing knowledge
acquisition under sparser labeling settings. E.g., previously, named entity recognition and relationship classification
tasks are performed independently, but from 2019 onwards, the task of joint entity and relation extraction and unified
evaluation starts to become a more popular task [I41]. Conversely, the knowledge acquisition task is more focused on
weak supervision, few or even zero-shot learning, due to the dramatic improvement of performance in fully supervised
scenarios [139].

Parameter-less Tuning. While such fine-tuning paradigms work well, models that explode in size, such as GPT-3 with
175 billion parameters [20], make the cost of fine-tuning large models unaffordable for most researchers. Therefore,
recent knowledge acquisition studies have mainly favored training fewer parameters to achieve matching fine-tuning
effects as well, which can be mainly divided into two ideas of prompt tuning [I42] and adapter [137].
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Prompt tuning is mainly inspired by work such as prefix tuning [143] and ipet [I44], which intervene less in
parameter training by turning part of a sentence into a trainable token, as mentioned in the section on cognitive
reasoning. It is worth noting that several knowledge-specific improvements have been made to better integrate them
with knowledge acquisition, such as the idea of prompt tuning specifically designed for relation classification [143].
Such a training approach mainly disassembles the knowledge verification of the triples into fewer training classification
tasks based on big models to acquire knowledge.

The adapter, instead, tries to accomplish parameter less fine-tuning by training plug-ins [146] for big models. Due
to its proximity to the fine-tuning paradigm, researchers at this stage tend to use it as a solution for some tasks that
cannot be easily videoed by the prompt tuning approach, such as the task of Named Entity Recognition that requires
sequence annotation.

Machine Reading Comprehension & QA Paradigm Beyond directly exploiting the modeling capabilities of large
models, it has also been found that knowledge queries can be made to big models by performing question and answer
or reading comprehension, which mainly exploits the natural language generation capability of the model, i.e., the
NLG capability [138]. Such queries are adapted depending on the type of task. (1) Sequence labeling tasks, such as
named entity recognition [I35], concept extraction [81I], and other tasks that require the extraction of content from
a natural discourse, can be accomplished through reading comprehension. For example, asking “which entities are
presented in the above passage” [147] can directly help the detection of specific labels from the corpus. (2) Knowledge
discovery tasks, such as entity expansion [148|, synonym discovery [149], ontology construction [I50], etc. These tasks
have less input inherently and tend to be dominated by bootstrap-based text generation, e.g., “the Chinese capital
is [mask]|”. However, using a question-and-answer approach to interrogation faces several major problems, including
the difficulty of controlling the quality of generation and the high time complexity, which are analyzed further in the
challenges section.

3.2.2 Big Model as Resource for Knowledge Acquisition

Except for using big models for enhancing existing methods for the training of knowledge acquisition models, some
researchers have proposed that we can obtain more available training data by querying large models for augmenta-
tion [I5IL[I52]. The more radical view is that large models actually have the ability to be knowledge bases, holding
the full knowledge in the training base corpus, and just need to be probed out in an efficient way, which we discuss
briefly in this section.

Big Models for Data Augmentation. Data augmentation is the technique used to increase the amount of data
by adding slightly modified copies of already existing data, which is an essential process in knowledge acquisition,
especially in low-resource scenarios. Using big models to generate more training data is an intuitively feasible idea.
Hence researchers attempt to use big models for data supplementation and augmentation in tasks such as event
extraction [I53], name entity recognition [152], etc. The idea of these efforts is typically to design some specific hard
prompts for the task and then conduct weakly supervised label or sentence generation using a big model [I54]. Since
the paradigm of the relevant attempts is relatively clear, researchers have been able to write review articles [155] for
this purpose even in 2020 and summarize several methodologies for the use of different classes of big models such
as BERT, GPT, and BART that are still the mainstream approach today. Besides data augmentation, researchers
have recently started to explore noise-robust methods to solve the knowledge acquisition problem under low-resources
settings, such as using big model to perform noiseless fine-tuning to accomplish the named entity recognition [I56].
These manipulations of data will remain an important feature of big models for a longer period of time, especially as
the data modeled by big models become larger and larger in the future.

Big Models are Knowledge Bases. The ability of big models to continuously refresh the understanding of AlI, espe-
cially GPT3, which performs amazingly well on multiple downstream tasks without fine-tuning, has led to a discourse
that has gradually sparked a community discussion. Can large models replace knowledge bases altogether? Actually,
although these discussions have only recently started to attract attention, there were battles about them back in
2019 [91]. After a small number of researchers put out the idea that BERT is a kind of knowledge graph, several
related works debated on this topic. One of the proponents used statistical metrics [157] to demonstrate the knowledge
preservation ability of the language model, with already strong inference, while the opponents countered by citing
errors in the logic of the larger model [I58]. Following the release of big models such as GPT3, the discussion had also
been narrowed down to big models that were at least open knowledge bases [159], which also led to attempts based
on methods such as prompt engineering. While the dust has not settled on these discussions so far, researchers are
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Table 4. Three genres of knowledge adopted in knowledge-enhanced big models and their representative works, respectively.

Knowledge Genre \ Representative Knowledge-enhanced big models

ERNIE (THU) [161], KEPLER [162], WKLM [163], CokeBERT [164],
World Knowledge KGPT [165], LUKE [166].

Commonsense Knowledge COMET [167], GRF [168], KG-BART [169], CommonsenseStoryGen [170]
Domain-specific Knowledge | BERT-MK [171], OAG-BERT [172]

beginning to embrace large models for virtual knowledge base construction using similar ideas for some downstream
tasks, such as knowledge reasoning for Q&A [160].

3.2.3 Challenges and Directions

In general, although established approaches have been able to achieve excellent performance from different perspectives
on how pre-training can help knowledge acquisition, there are still many questions in the field that need to be addressed,
and we propose four main questions that need to be addressed from macro to micro level hereby.

Why the big models preserve the knowledge? Are these case-proven knowledge capabilities due to the large
number of co-occurrence in the corpus, or the models indeed refine them as real agents? This question is fundamental
to the question of large model-enabled knowledge acquisition, which determines where exactly we should go in our
quest, whether we should always consider it only as an aid, or we will eventually rely entirely on models.

What type of knowledge is better supported by big models? As some investigations bring out insights that
big models can better preserve the concept-level knowledge, the discussion continues to be popular, which is about
which knowledge acquisition tasks are achievable with better results through data augmentation of big models, and
for tasks that demand content that models do not provide, this technical route should be stopped early to prevent
excessive waste.

Where should big modes go for accelerating knowledge acquisition? Since knowledge acquisition tasks
are diverse in type, but they all share the core goal of finding accurate knowledge of the world, adjustments to pre-
training approaches may produce very significant improvements for the entire domain. These approaches may include
the design of the corpus, the design of the rubrics at the time of generation, etc.

How to explore the next-generation paradigms for knowledge acquisition? The natural interaction of
existing models is actually the question-and-answer paradigm described above, but such a technical route obviously
faces problems such as inefficiency and difficulty in control. How to adapt the existing knowledge acquisition paradigm
so as to build a bridge between large models and knowledge is a very urgent and important issue.

3.3 Knowledge-enhanced Big Models

Considering the high utility of knowledge graphs to organize human knowledge in a structural way, which could
enable symbolic reasoning and provide additional background knowledge for understanding human languages and
other kinds of information, many works have been devoted to infusing extensive knowledge in the knowledge graphs
into big models and thus propose knowledge-enhanced big models. With the rapid and continual growth of both big
models and knowledge graphs in scale, coverage and ability, making them better work together and help each other
will continually attract research attention and bring breakthroughs for practical systems. In this section, we will first
introduce the existing knowledge-enhanced pre-training works through two dimensions including knowledge genres
and knowledge-enhancement methods. Then we will discuss the possible promising directions which we can explore in
the future of integrating big models and future knowledge graphs.

We firstly analyze existing knowledge-enhanced big models through the genres of knowledge graphs they used.
Table [4] shows three knowledge genres and their representative pre-training works. The details will be introduced
below:

The first and most widely-investigated genre of knowledge is world knowledge, which contains continually-
emerging facts in the world and is also known as factual knowledge or encyclopedia knowledge. Many of the largest
knowledge graphs are essentially world knowledge, such as Wikidata, DBpedia [86], Freebase [87] and YAGO [8]],
even Wikipedia can also be seen as an unstructured world knowledge base. Hence the most of the above-mentioned
knowledge-enhanced big models are essentially investigating world knowledge.

Commonsense knowledge is the facts about everyday life, which is critical but insufficient in existing big models.
The commonsense knowledge graphs are typically less structured, such as the ConceptNet [I73] and ATOMIC [I74].
The existing knowledge enhancement works mainly introduce commonsense knowledge into generative big models [167,
1701168/169].
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Domain-specific knowledge indicates the knowledge graphs specially constructed for specific application do-
mains, such as the biomedical domain [I75] and the academic domain [I76]. For example, BERT-MK [I7]] integrates
the medical knowledge in UMLS [I75] into BERT-like models and OAG-BERT [I72] infuses the academic knowledge
in the open academic graph [176].

In the second dimension, we classify existing knowledge-enhanced big models via their knowledge-enhancement
methods into two main categories: the big models using knowledge graphs as side information and the big
models learning knowledge graph abilities.

3.3.1 Knowledge Graphs as Side Information

The first kind of knowledge-enhanced big models (mostly language models nowadays) use extensive knowledge in
knowledge graphs as the side information for language understanding. Their motivations are two-fold: (1) Knowledge
graphs contain long-tail world facts, which rarely show up in pre-training corpora and thus are hardly learned with
vanilla language modeling objectives. Integrating the contextual knowledge facts in knowledge graphs can provide
background information for big models, which will help language understanding. (2) Knowledge graphs and their
corresponding texts can provide extra supervision signals for pre-training, which will promote the models’ ability in
understanding fact-related texts and thus help in those knowledge-intensive tasks [177].

The earliest and most straightforward method of this kind is to integrate knowledge graph representations
learned with representation learning algorithms [95], mainly entity embeddings, into big models. These methods
typically rely on entity linking modules to link the contexts to knowledge graph entities and retrieve the corresponding
entity embeddings during both pre-training and fine-tuning, as well as additional alignment pre-training objectives to
make the representations of knowledge graphs and texts better align into the same semantic space. As the earliest and
representative work of this way, ERNIE (THU) [16I] integrate the entity embeddings obtained with TransE [95] into
BERT [18] with a knowledgeable encoder module and resort to a denoising entity autoencoder loss to do representation
alignment. The entity linking process is done with a separate entity linker TAGME [178]. KnowBERT [I79] adopts
a similar way but uses an integrated entity linker in the model, which is jointly trained in pre-training. Beyond the
BERT-like models, KG-BART [169] infuses entity and relation embeddings into both the encoder and decoder of a
sequence-to-sequence model.

Since the misalignment of knowledge graph representations learned with representation learning algorithms and
native language representations may seriously influence the performance, some works try to better align them with
more informative contexts or just avoid directly using knowledge graph representations. As an example for the better
alignment with more informative contexts way, CokeBERT [164] dynamically selects a subgraph of knowledge
graphs as the side information for a given textual context, and then embed and fuse the subgraph with a sematic-
driven graph neural network (S-GNN). The knowledge graph representations only serve as the initialization for the
S-GNN. BERT-MK [I7T] also uses subgraphs as knowledge contexts but feeds them into the transformer rather
than graph neural networks. To avoid using knowledge graph representations, K-BERT [I80] injects knowledge into
contexts by expanding the input sentences into tree structures also containing the words about related knowledge
facts, which is implemented by modifying position embeddings and attention masks. Since it is not necessary to
align heterogeneous representations, the knowledge injection of K-BERT can be done directly for fine-tuning without
additional pre-training. Moreover, some works try to learn native entity representations during pre-training with
knowledge graphs as supervisions rather than involving trained knowledge graph representations into big models.
To promote the entity-centric tasks, LUKE [I66] pre-trains native entity representations by adding the entities as
individual tokens into the model vocabulary and training them with the masked language modeling objective. To
indicate the differences between word tokens and entity tokens, it also adds type embeddings and introduces an entity-
aware self-attention mechanism. EaE [I8]1] also directly learn entity representations with texts during pre-training,
but it views the entity representations as plug-in memory components and when the input contexts contain certain
entities, the model will retrieve the corresponding entity representations from the memory module and fuse them
into the contextual representations. In this way, the entity memory containing large amounts of parameters can be
sparsely accessed, so that reduces overall computation and memory offload. Another interesting point of the external
knowledge memory idea is that the memories of knowledge facts are localized and may be easier edited than
distributed into big model parameters, which is promising to handle continually-changing world facts. Furthermore,
the FaE [182] model stores facts rather than entities into external memories in a key-value memory manner, which
uses the subjects and the relations as keys and the objects as values. KEPLER [162], CoLAKE [183] and JAKET [184]
follow a similar motivation to learn implicit entity representations with knowledge graphs but they adopt knowledge-
graph-completion-like objectives, and we will classify them into the second main category, i.e., learning knowledge
graph abilities.

Except the above methods introducing external or training native knowledge graph representations, another line
of study adopts a more straightforward way, which is to use the knowledge graphs to guide or improve the
challenge of language pre-training and thus force the big models to focus more on entity semantics or better
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understand the underlying knowledge facts within contexts. ERNIE 1.0 (Baidu) [I85] proposes to mask the entities in
contexts rather than only words during masked languaged modeling pre-training, which shall improve the challenge
of this pre-training objective. ERNIE 3.0 (Baidu) [I86] takes a step further to jointly input the knowledge facts
(triplets) and corresponding texts into the model and do selective masked language modeling, which is to improve
the big models’ abilities on fact-related text understanding. Shen et al. [I87] not only masks the entities in knowledge
graphs during masked language modeling either but also proposes to use the related entities in knowledge graphs as
the harder negative samples (distractors) for entity prediction and adopts a distractor-suppressed ranking objective.
WKLM [I63] proposes a replaced entity detection pre-training task, which is to ask the model to distinguish whether
the entities within contexts have been replaced with wrong other entities, and thus enforce the big models to implicitly
learn entity information. In a different way, K-Adapter [I37] infuse factual knowledge into big models with a plug-in
factual adapter, which is a shallow and small transformer network with two additional projection layers to be injected
into big models. The factual adapter is trained with a relation-classification-like training objective to gain the ability
of understanding facts in texts and the big model parameters are not changed for knowledge integration. This adapter
way enables to continually inject new kinds of knowledge into big models. ERICA [I88] adopts a contrastive learning
framework to improve the big models’ abilities on understanding relational facts, which contains two pre-training
tasks: the entity discrimination task and the relation discrimination tasks, and both of them are formulated with a
contrastive learning objective form similar to SimCLR [I89].

The above methods are mostly for improving the big models’ understanding ability with knowledge graph enhance-
ments. Some works also focus on how to improve language generation with knowledge graphs. EntityNLM [190]
improves language models’ ability to handle named entities by jointly modeling named entity recognition and coref-
erence resolution tasks. NKLM [I9T] and KGLM [65] both propose to improve language generation by allowing the
language models to copy from some facts in the knowledge graphs, which shall be related to the underlying facts of
the context to be generated. The improvement of KGLM compared to NKLM is that KGLM can operate on the entire
knowledge graph and does not need the entities to be previously provided as conditions. KALM [192] adds entities
as additional tokens to the vocabularies of GPT-like big models, while their embeddings are randomly initialized and
learned with language modeling objectives and an additional entity prediction pre-training task. KGPT [165] directly
use data-to-text generation as the pre-training objective, which is to pre-trained the models to acquire the ability to
directly convert structural knowledge graph facts into natural texts and implicitly learn the knowledge for a genera-
tion. Moreover, Guan et al. [I70] propose to utilize the external commonsense knowledge bases like ConceptNet [173]
and ATOMIC [I74] to improve big models’ ability on commonsense story generation, which requires commonsense
knowledge and understanding causal relationships.

3.3.2 Learning Knowledge Graph Abilities

Beyond only taking knowledge graphs as the side information for language pre-training, another study line tries to
integrate the ability of knowledge graphs into big models, e.g., let the big models gain the ability to do symbolic
reasoning over knowledge graphs or complete the missing facts in knowledge graphs. This line of study contains
less work and is still in a prior stage. As a representative, KEPLER [162] encodes the textual entity descriptions
with big models as the entity embeddings, and jointly optimize the masked language modeling and knowledge graph
embedding [95] objectives, so that the big models can not only produce knowledge-enhanced language representations
but also do knowledge graph competition like a knowledge embedding method. In a similar way, KG-BERT [193]
takes entity descriptions and relations as the inputs for BERT and does knowledge graph completion with big models,
but it does not promote language understanding. CoLAKE [I83] jointly learn contextualized language and knowledge
representations by viewing words in contexts as fully-connected graphs and injecting related subgraphs of knowledge
graphs into them. It is trained with predicting words, entities and also relations, which can be seen as approximating
the knowledge graph completion task within contexts. Similarly, JAKET [184] jointly train a language model and a
knowledge module producing entity embeddings for the contextualized knowledge subgraphs, which involves a graph
convolutional network and is trained with entity category prediction and relation type classification tasks. GRF [168]
proposes to incorporate big models with dynamic multi-hop reasoning on multi-relational paths extracted from external
commonsense knowledge graphs, which can promote language generation with reasonable commonsense knowledge.

3.3.3 Future Directions
We discuss the promising future directions for enhancing big models with knowledge graphs in this section.
Learning the Ability Rather Than Information of Knowledge Graphs. From the above summary for existing

knowledge-enhanced big models, we can find that most of them focus on using knowledge graphs as side informa-
tion, i.e., memorizing the information of knowledge graphs. Nevertheless, we believe learning the ability of knowledge
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graph is more important than memorizing the information. People cannot remember all the facts in existing large
knowledge graphs either. Big models in the future should focus more on how to gain the ability to represent knowledge
graphs, i.e., the multi-hop symbolic reasoning to acquire new knowledge, the hierarchical conceptual abstraction, the
structural information compression and the condensation of human consensuses.

From this perspective, using knowledge graphs as external memory is promising. In this framework, big models do
not necessarily need to memorize facts into model parameters but need to learn the meta knowledge of operating over
knowledge graphs and the external knowledge graph memory can be edited for some needs. The existing attempts of
this way are EaE [I81] and FaE [182], but they have not modeled the multi-hop reasoning ability.

Introducing More Genres of Information in Knowledge Graphs. Nowadays, the knowledge-enhanced big models
mainly use the triplet facts (head entities, tail entities and relations) to enhance language learning. However, there
are much richer genres of information in large knowledge graphs. For instance, aligned pictures, videos and audios
can naturally improve cross-modal big models. The qualifiers and attributes can help to enhance the reasoning and
provide denser supervisions than only entities and relations. We believe utilizing this rich information in knowledge
graphs is promising to further improve big models.

4 Computing System
Author{: Zhou Shao, Xigang Cao™

Classical super-computing clusters are mainly used in large-scale scientific computing for high-precision complex
computing. With the expansion of Al over the last few years, there has been increasing demand for GPU computing
power. GPU implementation significantly accelerated the implementation of neural network algorithms, which makes
more emphasis is given to GPU computing clusters nowadays. In this part, We intend to introduce the computing
system needed for big model training. It contains following sections.

— In Section [£:I} we introduce the current status of large computing systems and provide some examples of them
that support big model training.

— In Section [£:2] we will investigate deeper to the technical level, which includes both hardware and software needed
for building a computing system.

— In Section we focus on the limitations of present computing systems and propose some potential trends of
future development.

4.1 Large Scale Intelligent Computing System (LSICS)
4.1.1 Current Status

GPU computing clusters gradually developed into Al computing infrastructure with hardware and software systems,
which we prefer term these infrastructures as Large Scale Intelligent Computing Systems (LSICS).

Uunlike high-precision complex computing, the core feature of AI computing is “relational computing” [194], which
can be expressed as open and uncertain approximate computing between multilocus in high-dimensional space. In Al
computing, experts mainly use single-precision floating-point format (FP32) data for model training [195]. Moreover,
they use half-precision floating-point format (FP16) and even int8 data for model inference rather than FP32 or
double-precision floating-point format (FP64) data [196]. What is more, lower precision data can be used to model
inference by quantization techniques. Overall, ATl computing does not require high precision and its calculation on the
node is simple.

The traditional supercomputing environment can support the AI model training, but the performance and power
consumption ratio as well as cost-effective ratio are low [197]. With the development of AI models, a large number
of hardware and software systems for big model training developed specially, becoming infrastructures of big models.
This paper list some important difference between traditional supercomputing and LSICS in Table[5l The most crucial
feature of LSICS is that LSICS has a lot of AI hardware, such as GPU (Graphics Processing Unit), TPU (Tensor
Processing Unit), NPU (Neural Network Processing Unit), etc. Common training accelerator cards include Nvidia
V100 and A100, Google TPU, Huawei Atlas 910, etc., which will introduce in the following subsection about these
training accelerator cards details.

It is generally accepted that LSICS will become a critical infrastructure of the smart era. LSICS is to an in-
telligent society what water conservancy and transportation are to an agricultural society; the iron infrastructure
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Table 5. The difference between traditional supercomputing and LSICS.

Item | Traditional supercomputing | LSICS
Purpose | Scientific computing AT computing

Operation Mode | Computing power service Providing computing power, algo-
rithms and data in the form of cloud

services
Technical Standard | Parallel architecture, low latency Converged  architecture,  high

throughput
Application Area | Scientific computing field AT field

Processor | Double precision performance is | Focus on the performance of half
preferred, taking into account low- | precision calculation and optimiza-
precision calculation tion of neural network operation
Internet | Consider the network topology and | Network acceleration for model
communication requirements from | training

the perspective of the whole system
Strorage | Global parallel file systems such as | Local high-performance storage to
lustre avoid reading data from the global
file system

and the power grid are to an industrial society. Nowadays, the construction of LSICS is in full swing. Here, only
China is taken as an example. In recent years, LSICS is becoming a national strategy, including Peng Cheng Cloud
Brain I (100P) and II (100P), Henggin advanced intelligent computing platform (663P), Fengdong Intelligent Comput-
ing Center (230P), Shangtang Al Supercomputing Center (3740P, under construction), Nanjing AT Supercomputing
Center (800P), Wuhan AI Supercomputing Center (100P), Chengdu AI Supercomputing Center (300P), Dalian Al
Supercomputing Center (100P), etc. What is more, LSICS is critical for big model training.

4.1.2 LSICS for Big Model

GPT-3 comes in eight sizes, ranging from 125M to 175B parameters. GPT-3 175B model required 3.14E23 FLOPS of
computing for training and it costs 4.6M dollars for a single training run. Training GPT-3 with 175 billion parameters
would require approximately 36 years with 8 V100 GPUs [I98]. For training GPT-3, the supercomputer developed
for OpenAl is a single system with more than 285,000 CPU cores, 10,000 NVIDIA V100 GPUs and 400 gigabits per
second of network connectivity for each GPU server [199]. Megatron-Turing Natural Language Generation (MLT-NLG)
model is an AI model with a whopping 530 billion parameters [200]. MLT-NLG was trained using Nvidia’s Selene
machine learning supercomputer, a system made up of 560 DGX A100 servers with each server containing eight A100
80GB GPUs. In detail, all 4,480 GPUs use NvLink and NVSwitch to connect to one another. Each one was capable
of operating over 113 teraFLOPs per second.

In these examples, the training and inference of big models are inseparable from LSICS, which is quite costly.
Low carbon AI has gradually become a critical goal of model developers. Some initial results have been achieved. For
example, Alibaba Dharma Institute released the “Low carbon version” giant model M6 [201]. As reported, Dharma
Institute trained a trillion parameter model M6, used 480 cards V100 32G GPU, saved computing resources super
80%, and improved training efficiency nearly 11 times [202]. In contrast, NVIDIA realized trillions of parameters, used
3072 A100 GPU; Google realized 1.6 Trillion parameter models, which used 2048 TPU.

The rapid development of big models promotes the development of LSICS but also brings challenges to its devel-
opment. Traditional computing and communication paradigms are constantly being challenged. To be more specific,
Shannon’s law, von Neumann architecture, and Moore’s Law [203] have utility in the past decades, becoming less
adapted to the current environment. The challenges and trends of LSICS will be discussed in detail in later sections.

What is more, for the characteristics of LSICS is quite different from the traditional supercomputing, the origi-
nal evaluation index for traditional supercomputing is no longer suitable to evaluate diversified LSICS. Experts has
explored a lot in the field of AI performance benchmarking. For example, MLPerf [204] leading by MLPerf, Deep-
bench [205] leading by Baidu, AITA DNN Benchmark [206] by AI Industry Alliance (AITA), HPL-AI [207] (mixed
precision) based on double precision Linpack, AIPerf [208] leading by Peng Cheng Laboratory, Tsinghua University
and Institute of Computing, Chinese Academy of Sciences, which uses AutoML as workload.
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4.2 Technical Details for LSICS
4.2.1 LSICS Architecture

Based on the experience of the Wudao model, we list a typical architecture of LSICS for the big model in Fig. [ which
can meet the basic need of model development and training. A layered architecture design can help us understand its
system structure. In this figure, five layers are composed of LSICS.

Applications | Model Development | | Model Training | | Model Inference | | Model-based Applications
Service Big Dqta Distributed | Authorities & Users | | CLI Client | Security & log Jupyter Notebook
Processing Neural Netwotk
Components Engines Training Dataset Management | | Editor Plug-in | | Visualization | Training Acceleration
— 5 T —
Deep O\EFr O M] Caffe 1 @=xnet cnTK @ cLuon
Learning CHTRON tnstpars TensorFlow
Frameworks 7/ Pesderacas 4 Jittor it theano DdKeras PYTOBRCH <3» chainer

HGrdWG. re Kubernetes sl Docker Computing Hurdwalrc Acceleration
Scheduling & ;éi Scheduling = Container NMVIDIA.  plgiform c u D N N Library for

Deep Learning

. ubsrnates T DA
Acceleration ——= — v
Svstem | Operating System
YVSLEms
D Computing @g Hiah Speed @ @ @ High Speed
gh Spee
Hardware @ Unit @ B | Network O © @) Storage
cpPU GPU infiniBand__ RDMA HDFS  Ceph RDMA

Fig. 6. A typical architecture of LSICS for the big model development and training.

1) Hardware Layer: This layer contains basic hardware of LSICS, like computing units, high-speed network, and
high-speed storage. Unlike traditional supercomputing, GPU/TPU/NPU is more important for LSICS computing
power. What is more, data transmission, especially the transmission of small files, often becomes the bottleneck of the
whole system operation. In this way, the requirements for network transmission efficiency (including bandwidth) and
storage performance are very high.

2) Hardware Scheduling & Acceleration Systems Layer: This layer mainly contains the operating system and com-
puting scheduling & acceleration toolkit. The virtualization of computing resources facilitates scheduling. Furthermore,
acceleration toolkits will help make full use of the computing power of the computing unit, generally provided by the
hardware vendor.

3) Deep Learning Frameworks Layer: This layer includes all kinds of deep learning frameworks with their own
strengths. Users will determine which one is more suitable for their habits and specific tasks.

4) Service Components Layer: This layer provides all kinds of components for the applications, including big data
processing engines, dataset management, Distributed neural network training, authorities & users, CLI (Command-line
Interface) Client, Editor Plug-in, Visualization, jupyter notebook, training acceleration tools, etc. Different application
demands require different components.

5) Applications Layer: Developers can use the platform for the development, training, inference, and application
of big models.

Typically, an Al development platform is a collection of software for ATl model development and application, which
have the ability of Deep Learning Frameworks Layer, Service Components Layer, and Applications Layer. The advent
of AI development platforms has greatly advances the development progress of AI models. Furthermore, the support
of computing power for full lifecycle is increasingly being considered. Al development platforms, such as Baidu BML,
Huawei Modelarts, Ali PAI, Tencent TAI, Amazon ML and SageMaker, Microsoft Azure, Google Al Platform, MEGVII
Brain++-, Oneflow Onebrain, etc., has taken full lifecycle into account.
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4.2.2 Al Chips

Since the rise of Deep Learning in 2016, the need for more efficient hardware acceleration of Al tasks has been
increasing. Al chips are the key to the hardware acceleration of Al tasks. Different types of AI chips are helpful
for different tasks. A graphical processing unit (GPU) makes up for the deficiency in CPU architecture by adding
thousands of computer unified device architecture (CUDA) cores and hundreds of Tensor cores that can process
thousands of tasks in parallel. With the diversification of Al tasks, GPU is considered too general-purpose to run
AT workloads efficiently. Furthermore, with the failure of Moore’s Law, more and more enterprises have joined in the
research and development of Al chips, including IC vendors, tech giants & HPC vendors, IP vendors, startups, etc. IC
vendors mainly include Intel, Qualcomm, Nvidia, Samsung, AMD, etc. Tech giants & HPC vendors include Google,
Amazon (AWS), Tencent (Cloud), Baidu, Microsoft, Alibaba, etc. IP vendors include ARM, Synopsys, CEVA, etc.
Startups, especially startups in China, have become an important force in this track, such as Cambricon, Lynxi Tech,
Biren Tech, Enflame Tech, Iluvatar CoreX, Moore Threads, etc. Previous works [209] [210] have summarized some of
the necessary metadata of the accelerators, cards, and systems, which help us understand the status and development
current of AT chips.

Despite the fact that the market of AI chips is highly competitive, NVIDIA has dominated the current market
for cloud AI accelerators and has become synonymous with cutting-edge AI chips and HPC. This paper lists some
critical parameters for Nvidia accelerator cards in Table[6] aiming to show the coverage of their product and make the
comparison.

Table 6. Nvidia accelerator cards parameters comparison.

Item ‘ P4 P40 P100 V100 T4 A100 A40 A30 Al6 A10
INTS8 - - - - - - - 661T - 500T
FP 16 - - - 125T 65T 624T 299.4T 330T - 250T
FP 32 5.5T 12T 21.2T - - - - - - -
Memory 8GB 24GB 16GB  16GB/32GB 16GB 40GB 48G 24G 16G*4  24G DDR6
Power 75W 250W 300W 300W T0W 400W 300W 165W 250W 150W
PCle PCle3.0 PCle3.0 PCle3.0 PCle3.0 PCle3.0 PCle3.0 PCle3.0 PCle3.0 PCle3.0 PCle3.0
x16 x16 x16 x 16 x16 x 16 x16 x16 x 16 x 16
Interconnection ) ) ) avlinkl ) NVlink2x6  NVlink3  NVlink3 ) )
(300GB/s) Bridgex2 Bridgex2
Technolo _ ) 12nm 12nm 7nm Tnm Tnm 7nm 7nm
8y FinFET FinFET FinFET FinFET FinFET FinFET FinFET

In addition to these hardware products, Nvidia has created a hardware-software ecosystem, including CUDA
software platform, cuDNN, etc., which lets developers leverage the parallel architecture of GPUs for a wide range of
tasks (shown in Fig. E[) Other typical chips are also very noteworthy, especially Chinese companies, which show strong
potential in the context of government-led development of ’stuck neck’ techs. This paper selects some typical products
besides Nvidia, including manufacturers from AMD, Cambricon, Huawei, and Baidu. In Table [} we also list some
critical parameters for other accelerator cards.

Table 7. Other accelerator cards parameters comparison.

Atlas 3001 Atlas 300T Kunlun Kunlun
ITtem MIGO MI100 MLU 270-S4 MLU290-M5 (Ascend310)  (Ascend910) K100 K200
Manufacturer AMD AMD Cambricon Cambricon Huawei Huawei Baidu Baidu
INTS8 - - - - - - - -
FP 16 29.5T 70T 32T 125T 32T 256 280T 32T 64T
FP 32 - - - - - - - -
Memory 32GB 32GB 16GB 32GB 32GB 32GB 8GB 16GB
Power 300W 300W TOW 350W 67TW 300W 450W 75W 150W
PCI PClIe4.0 PCle4.0 PCle3.0 PCle4.0 PClIe3.0 PCle4.0 PClIe4.0 PCle4.0
€ x16 x16 x16 x16 x16 x16 X8 X8
Int ” xGMI2x2 xGMI2x2 MLUIink x6
nterconnechion | (184GB/s)  (184GB/s) - 600GB/s - - - -
Technol 7nm Tnm Tnm 14nm 14nm
CChnology | RinFET FinFET - FinFET } - FinFET FinFET

For big model training tasks, the above products are weaker in performance, flexibility, and usability comparing
the corresponding Nvidia products. Experiment shows that Nvidia A100 [2I1] based on the Ampere architecture has
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incomparable advantages in the current stage. However, other participants still have great opportunities. On the one
hand, investigations show that the current ecosystem of AI chips is far from perfect and satisfies the growing demand.
On the other hand, the application fields of Al chips are constantly expanding from training to inference, from cloud
to edge, which gives other participants more room to grow.

4.2.3 High-performance Network & Storage

Big models will be fed massive data in training tasks, which is a tremendous challenge for the cluster of network
and storage. For example, OpenAl researchers used a 45TB dataset of plaintext words, filtered it down to a measly
570GB, and used 50 petaflops/day of computing (1020 operations per second, times 50). The training data of Wudao
2.0 (WuDaoCorpora) includes 4TB Chinese text data, and 1.2TB English text data. Practice indicates that network
and storage are the most severe bottleneck in big model training scenarios, which can significantly affect training
efficiency. What is more, for big model training tasks, an LSICS should take all specific situation into consideration,
including wide variety of data formats, scale-out system architecture, bandwidth and throughput, IOPS (Input/Output
Operations Per Second), latency, etc.

Von Neumann architecture design consists of a Control Unit, Arithmetic and Logic Unit (ALU), Memory Unit,
Registers, and Inputs/Outputs, which has dominated the architecture of computing clusters for decades. Despite being
aware of the limitations of von Neumann architecture, current LSICS can not break through this scheme totally. Fig. [7]
shows a typical LSICS which abide by the von Neumann architecture. In this figure, computing nodes and high-speed
storage are connected through a high-performance network with a spine-and-leaf architecture, which is quite simple
and effective.

SPINE-01 SPINE-02 SPINE-10

nodes Storages nodes

Fig. 7. A typical network of LSICS.

However, our experience shows that the biggest challenge of distributed training is high-performance network
transport [212] and data storage, which is the bottleneck of big model training. InfiniBand (IB) is a current effective
solution for high-performance networks, a computer-networking communications standard with very high throughput
and very low latency. InfiniBand is designed to be scalable and uses a switched fabric network topology, and is used
for data interconnect both among and within computers. With the application of InfiniBand, the bottleneck of the
high-performance network has been alleviated to some extent, and it has dramatically improved the speedup ratio and
parallel efficiency of LSICS. With the increasing LSICS size, the bottleneck of the high-performance network is far
from solved, which needs a more effective way to utilize the network capacity and achieve linear scale-out fully, such as
gradient compression, network-level optimizations, etc. What is more, because small inputs/short latency is expensive,
data loading bottlenecks are pretty common in the big model training scene. A proverbial problem in this scene is the
so-called “small file problem”, which means doing fast random access and returning small blocks is expensive. A variety
of reasons has caused the small file problem, for example, (1) The size of a single “raw input example” can vary wildly
depending on the modality of the data; (2) Data is read, processed, and written in “bulk”, then read many times;
(3) As mini-batches shuffle the examples included in each mini-batch, data is accessed at random. The solutions for
AT training storage have attracted more and more attention from vendors, such as GCP Filestore or AWS EFS. The
core features of current Al storage include (1) parallelized and scale-out; (2) programmable; (3) reliability, durability,
redundancy, and storage services; (4) high-speed connection, such as InfiniBand; (5) faster hard disk. Performance
isolation is also equally crucial for multi-training tasks for Al storage. Despite the efforts made by storage vendors, Al
storage is still the most critical bottleneck of big model training.
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4.2.4 Deep Learning Frameworks & Service Components

Deep learning frameworks play a critical role in designing, training, and validating deep neural networks, which
will provide a programming interface for the user. Top deep learning frameworks include TensorFlow, Keras, Mxnet,
PyTorch, Caffe, Microsoft Cognitive Toolkit, DL4J, Onnx, etc. It is proved that users will choose different deep learning
frameworks in different application scenarios and user habits. With the development of deep learning algorithms, deep
learning frameworks have become more potent in model training and inference. However, they are far from adequate
in the increasing large-scale training scenario, which should pay more attention to data parallel, model parallel,
pipeline parallel, hybrid parallel, etc. From the perspective of future market share, it is still difficult to predict which
deep learning framework will dominate it. Many Chinese participants began to get involved in this field, which has
developed a lot of effective frameworks, such as MegEngine, PaddlePaddle, OneFlow, MindSpore, Jittor, etc. It is
worth noting that the combination of specific accelerator cards and deep learning frameworks has become a popular
trend. For example, Huawei Ascend accelerator cards combine MindSpore, Baidu Kunlun combine PaddlePaddle, etc.
From the strategic perspective of the Chinese government, Al hardware and software systems should be independent
and controllable.

As previously mentioned, growing importance and emphasis have been given to the full lifecycle of Al in Al
development platforms. It is generally believed that the full lifecycle of AT includes data processing, model development,
model training, model management & testing, model deployment & service. Al development platforms design different
service components for different users, who play different roles in the full lifecycle of AI. For example, Modelarts
defines application engineers, industry experts, data scientists, algorithm experts, IT engineers, etc. It is also worth
mentioning that the application of the big model is becoming more and more ecological integrity, including automated
deployment, data collection, and so on.

4.2.5 Training/Inference Acceleration in System Level

For big models, its training is too time-consuming, which prolongs the critical development cycle of the model and
brings enormous costs. Similarly, high latency in big model inference has emerged as a barrier to big model applica-
tions, especially those real-time scenarios. Accelerating the model training and inference is a pivotal issue in LSICS
construction that has yet to be answered. Some model design methods and model miniaturization technologies aside,
the acceleration aim is not easily reconcilable in LSICS level. This section, we list some feasible approaches for this
issue, which can accelerate the big model training and inference to a certain extent.

(1) parallelism on multiple machines

Experience shows that parallelism on multiple machines/GPUs will quickly accelerate the training/inference effi-
ciency when the speedup ratio is high. Nowadays, deep learning frameworks promote training/inference acceleration
by making all kinds of parallel (data parallel, model parallel, pipeline parallel, and hybrid parallel) easily accessible
for users. This solution will not bring lower costs, but low latency and high throughput, which makes real-time model
inference more accessible.

2) load balancing and hardware optimization

Given that an LSICS may have various of bottlenecks, it is necessary to take load balancing into consideration by
using all kinds of strategies and algorithms. As discussed in Section [1.2.3] network or storage are the most common
bottlenecks in LSICS. In this way, we can avoid some of these problems by adding or changing hardware or network
topology, which depends on advances in hardware technology Other hardware optimizations include GPU memory
optimization, memory communication optimization, etc.

3) communication optimization

Apart from the hardware, the communication library is significant for parallelism on multiple machines. NCCL
is short for NVIDIA Collective Communications Library, which provides inter-GPU communication primitives that
are topology-aware and easily integrated into applications. Taking NCCL as an example, the time consuming of each
all-gather operation in big model training reduced from 12 seconds to 2 seconds when NCCL V2.8 replaces NCCL
V2.7 in an LSICS with 448 A100 GPUs. Efficient communication libraries make better utilization of bandwidth and
reduce communication costs. The awareness of the importance of communication libraries, domestic Al chip vendors
provide their own communication libraries, such as Huawei Collective Communication Library.

4) operator library optimization

In deep learning, some critical and time-consuming operators are usually optimized. Operator fusion combines
multiple computing units into one computing core, which reduces the transfer of intermediate data and saves computing
time. The corresponding hardware vendors generally provide operator development tools to optimize according to the
situation. Some deep learning frameworks also support the operator library optimization, which improves the flexibility
of the framework. For example, operator fusion is a way to improve performance by merging one operator into a
different operator so that they are executed together without requiring a roundtrip to memory. In Nvidia products,
cuda optimization is also an important way to achieve the acceleration aim.
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5) training/inference tools change or optimization

As discussed in Section the effectiveness of different deep learning frameworks is different for different tasks.
For model inference, a large number of tools are available, such as TensorRT, TVM, Turbo Transformers, Mediapipe,
OpenVINO, TF2, etc. This provides more choices for different task scenarios. Some of them are open-source, making
it possible to adapt to specific applications.

Despite these solutions, further research is worth being conducted on this issue. What is more, for LSICS system-
level optimization, local optimizations do not imply global optimization.

4.3 Discussion on LSICS
4.3.1 Limitation of Current LSICS

Advancement in LSICS processes has accelerated the process of big model research and application. With the increasing
scale of the model and the higher requirements for model accuracy, big model developers realize that LSICS faces several
vital challenges in dealing with the training of super large scale fine models. The limitations of current LSICS are
attributed to the following aspects:

1) The increase of model scale leads to a sharp increase in the amount of funds required for model
training. In fact, the size of typical pretrained big model increases by at least a factor of 10 every year: BERT-Large
(2018) has 355M parameters, GPT-2 (early 2019) has 1.5B parameters, T5 (late 2019) has 11B parameters, GPT-3
(mid-2020) has 175B parameters. In 2021, Beijing Academy of Artificial Intelligence (BAAI) released Wudao 2.0 model
with 1750B parameters. With the increase of model size, the expense of big model training increased dramatically,
which became too expensive and time-consuming.

2) The computing power of a single LSICS is becoming more and more difficult to meet the training
needs. In the post-Moore era, the progress of the sizes of language models clearly outpaces the growth of GPU
memory. Big model training is a considerable task difficult to segment into a series of small non-interfering tasks at
present. However, there is an upper limit on the size of a single computing cluster. So, the computing power of a
single LSICS is brutal to meet all training needs of a big model. Primarily a single LSICS takes too much time for the
training of vast size models.

3) LSICS efficiency needs to be improved. Although computing power is insufficient, LSICS is often used
inefficiently in big model training for all kinds of reasons, which is a colossal waste. However, this problem still has
not been solved satisfactorily for the imperfect of AI development platforms.

4.3.2 The Trend and Future of LSICS

Nowadays, LSICS is under rapid development with the increasing demand for computing power. The development of
LSICS allows us to see some apparent trends of LSICS. In this paper, we investigate some trends of LSICS, which are
listed in the following.

— Al-specific storage is crucial for big model training, which may break the storage bottlenecks. Al-specific storage
aims at solving particular problems in big model training scenarios, such as “small file problem”.

— AT accelerator cards change from universal to specific, achieving better acceleration. Al chips for specific models
may appear in the future.

— Remote LSICS collaboration has become an important research topic, aiming at assembling different LSICS to get
a larger computing power cluster.

— In the future, there will be different types of Al accelerator cards provided by different vendors. Using heterogeneous
GPU for collaborative computing still needs to be continued.

Furthermore, we insist that LSICS will become a critical infrastructure of the smart era in the near future. In the
next decade, LSICS will make great strides.

1) Some important theories may be broken

Shannon’s law, Moore’s law, and Von Neumann architecture are the most important theories of computing power
in this era. However, these laws may be broken by the advance in technology to meet the current strong demand.

2) LSICS should be cheap and more accessible for the whole society

On the one hand, advances in hardware technology will reduce cost. On the other hand, 5G technology and chip
technologies will make LSICS more accessible for all kinds of applications. This will benefit the development and
application of Al

3) LSICS development will be more connected with AI development

LSICS development and Al development will be mutual promotion. Customized computing power may be applied
for specific model training tasks.
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5 Parallel Training System

Authord: Jiaao He, Weicheng Xue, Zizuan Ma, Jidong Zhai™

As the parameter scale and complexity of intelligence models growing rapidly, the computing power needed for
model training also increases significantly. Except enlarging the scale of computational system, investigating method
such as parallel support for big model training is another solution to accelerate the training process with limited
computing resource. In this part, We intend to introduce the system and parallel support for large-scale model training
from following perceptions.

— In Section [5.1] we summary the general trend of the development of model training systems from several different
aspects.

— In Section we introduce state-of-the-art systems of model training, including training frameworks, programming
models and distributed training systems.

— In Section we discuss several potential research directions that are worth studying in the near future.

5.1 Scope of Training System

From Hardware to Software Machine learning models especially deep learning models are compute-intensive, and
the computational needs of deep learning are rapidly scaling, requiring more computational power [213]. CPUs are
usually relatively slow when dealing with intensive deep learning workloads [214]. The GPU, which has a lot of CUDA
cores and Tensor cores, are widely used to address such an issue. However, Google regarded the GPU as a general
solution for machine learning training, so they developed its own specific Al architecture called TPU using systolic
array in order to run heavy deep learning workloads more efficiently. Besides, NPU is a specialized circuit that can
be used to execute deep learning applications, as NPU is an option of GPU for deep learning training but runs much
faster than the GPU. Berggren et al. [2I5] presented a roadmap for emerging hardware technologies that can be
beneficial to machine learning, which addresses different kinds of challenges as well as opportunities ranging from
different subdomains, including device optimization, material selection, and system integration.

Obviously, only depending on the hardware development to improve deep learning training is not enough. New
kinds of deep learning frameworks and libraries are created to make the training more distributed, faster, more efficient,
and less expensive both computationally and economically. Redesign of deep learning models, optimizers, and better
data preprocessing techniques are used to promote training to become faster and more stable [2T6l2T7218]. Hadjis
et al. [216] developed a simple but efficient hyperparameter optimizer by picking the highest degree of asynchrony for
asynchronous training. Their approach can choose a near-optimal point in the searching space and outperforms the
Bayesian approach. Yuan et al. [217] developed a new distributed training framework based upon a split, broadcast,
and partial-value abstraction, which makes data parallelism and model parallelism easier, and improves the training
efficiency compared to existing work including ZERO-DP [219] and Megatron-LM [200]. Cheng et al. [2I8] proposed
DLBooster to improve the running efficiency of deploying deep learning applications on GPU clusters with the redesign
of data preprocessing and scheduling.

From Single-device to Large Scale Big models are attaining more attention as improvements in pre-training may
transfer advantages to downstream tasks [I], although the performance of downstream tasks may saturate at some
points [220]. There are mainly two obstacles to adopting big models. The first obstacle to training a big model is
that a small number of devices may not be able to hold a whole model, for example, a transformer [25] or a large
language model [22T]. The second obstacle is that the training may cost an incredibly long time for a small number
of devices, let alone a single one [214]. Due to the two obstacles mentioned earlier, it is necessary to train big models
across a relatively large number of devices and distribute the workload. Different levels of parallel parallelism need to
be exposed and communication costs across devices need to be minimized [222].

From General to Specific Previously, the development of chips favored general purpose processing units such as CPU.
The Moore’s law tells that by simply adding more transistors on a chip, we can obtain higher compute capability in a
simple way. However, the Moore’s law turns out to be gradually invalid due to the saturation of the technique and heavy
economy cost, and the slow down of the Moore’s law has pushed the computing processors more specialised [223]. Deep
learning has higher requirements, including higher compute capability, more parallelism, more efficient energy usage,
and fewer significant digits of precision. These demands have driven the development of various Al chips, including
GPUs, FPGAs, ASICs, and brain-like chips, which can mimic the human neural network [214]. These different AI
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chips stress different kinds of tasks. FPGAs are usually used for inferences, ASICs are usually used for scenarios that
require a high efficiency (higher compute power per watt), and Al chips that can mimic human’s brain activities.
Many vendors have joined the race of specialized chips, for example Microsoft [224], Huawei, and Baidu [225].

From Enabling Training to Extreme Efficiency TensorFlow and PyTorch provide some capabilities to train models.
However, they may not be very efficient, and these parallel capabilities are still difficult to use, and the performance is
hard to scale. Training on large-scale datasets usually consumes much time and requires very expensive accelerators.
Thus, improving the training efficiency for big models becomes very important. From the perspective of distributed
training design, reducing the communication cost across multiple GPUs (since many large-scale trainings are memory
bound instead of computing bound), exposing more degrees of parallelism automatically, and enabling larger-scale
training using fewer numbers accelerators are of significant importance. However, redesign of algorithms or developing
more computationally efficient methods is another possible solution [226L227]. So et al. [226] developed an evolved
transformer with fewer parameters that can achieve the same quality as the original transformer. Hernandez et al. [227]
pointed out that hardware and algorithmic efficiency gains can be multiplied, and neither factor is negligible. Both
improvements in data efficiency (needing fewer epochs) and reductions in the number of FLOPs required per epoch
play essential roles in the overall algorithmic efficiency gains. These improvements include sparsity, batch normaliza-
tion, residual connections, architecture search, and appropriate scaling. It should be noted that algorithmic efficiency
improvements are usually underestimated for scaling, but are crucial to the overall performance.

5.2 State-of-the-art Systems for Model Training
5.2.1 Training Frameworks and Programming Models

Training deep learning models involves various operations on tensors, and the amount of computation may be enor-
mous. Therefore, it is straightforward that these operations should be implemented with high-performance libraries,
e.g., Intel MKL, and performed by high-performance devices, e.g., GPUs [228][229]. Besides, due to the fast-evolving
model structures, user-friendliness is greatly appreciated by the Al community. Features, such as support of auto-
differentiation, python bindings, and intuitive debugging method, are supported by modern NN training frameworks.

Caffe |230] is one of the earliest frameworks for Deep Learning training tasks, with automatic differentiation and
GPU supported. It provides a C++ machine learning library with Python and MATLAB bindings. Models are defined
and trained using built-in API. Caffe is good for general purpose convolutional neural networks but may not be a good
option for recurrent networks due to insufficient relevant documentation.

To better express various model structures and operations, Google developed TensorFlow [231], a framework that
networks are represented as data flow directed acyclic graphs (DAGs). TensorFlow has been applied in many areas,
including natural language processing, computer vision, physics-informed Al applications, etc. However, there are
constant complaints about its descriptive programming style and difficulties in debugging.

Baidu proposed PaddlePaddle which is used for multi-level distributed training [232]. PaddlePaddle can support
ultra-large data training easily across different architectures, including server, mobile, and edges.

PyTorch was proposed by Facebook [233]. PyTorch is based on dynamic computational graphs, so it is more flexible
for code implementation and easier for debugging. As one of the most user-friendly frameworks, PyTorch has gained
tremendous popularity in industry and academia. However, its dynamicity feature disables many optimizations, e.g.,
kernel fusion and computation graph transformation. A comparison of interfaces that the frameworks provide to model
developers is seen in Table [§] Caffe regards model structure as configurations of a training task, defined in prototxt
files. TensorFlow introduces Python to make coding easier, while it has to compile the model, making it impossible to
have variable model structure in training, and introduces extra burden when debugging. PyTorch allows the training
process to be expressed in the most intuitive style. NN operations are performed at the location they are in the code.

JAX, which was proposed by Google, can convert a native Python and Numpy function to a function that returns
the original function’s gradient and also provides just-in-time compilation for function transformation [234]. JAX can
easily generate high-performance code for various machine learning algorithms across different platforms. JAX is still
an active research project, not an official Google product.

MindSpore was developed by Huawei to enable data scientists to easily design and efficiently execute their deep
learning applications in device, edge, and cloud scenarios [235]. MindSpore can automatically choose a strategy to
achieve automatic model parallelization by using flexible policies and cost models. MindSpore supports both graph-
level and operator-level automatic differentiation.

OneFlow is another framework designed for distributed training. It is based upon a split, broadcast, and partial-
value abstraction and an actor model [217]. OneFlow enables much easier implementations of data parallelism and
model parallelism than existing distributed training libraries, including TensorFlow, PyTorch, and Megatron-LM. In
addition, the training efficiency using OneFlow can also outperform the existing libraries.
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Table 8. Comparison of Framework Interfaces for Model Developers

Framework Model Definition Training

In a prototxt file.

1 layer {

2 type: "Data"

3 top: "data"

A top: "label"

5 data_param { Optimizers are defined in a solver.prototxt
6 source: "input_leveldb" file.

7 batch_size: 64

8 } I base_lr: 0.001
9} > momentum: 0.9
10 layer { 3 momentum2: 0.999
Lo "
Caffe 1} type: I?nerPfoduct 1 1lr_policy: "fixed"
Jl_; :z;t:orfll;p“data 5 type: "Adam"
14 inner-Pr:du:t—garam { And train in a shell script.
15 num_output:
16 } I caffe train --solver=solver.prototxt \\
17} 2 examples.prototxt
18 layer {

19 type: "SoftmaxWithLoss"
20 bottom: "ip"

21 bottom: "label"
22 top: "loss"
23 }

1 model = tf.keras.Sequential ([ 1 optimizer = tf.keras.optimizers.Adam()

2 tf.keras.layers.Flatten(input_shape=(28, 28)), 2 for images, labels in train_ds:

3 tf.keras.layers.Dense (128, activation=’relu’), 3 with tf.GradientTape() as tape:

! tf.keras.layers.Dense (10) A predictions = model(images, training=True)

TbHSOYPqOW73 1) 5 loss = loss_object(labels, predictions)

6 Loss = SparseCategoricalCrossentropy 6 gradients = tape.gradient(loss,

7 model.compile(optimizer=’adam’, 7 model.trainable_variables)

8 loss=Loss(from_logits=True), 8 optimizer.apply_gradients(zip(gradients,
9 metrics=[’accuracy’]) 9 model.trainable_variables))

I class MLP(nn.Module):

2 def __init__(self): o | model = MLP ()

3 super (MLP, self).__init__() M-

_ X 2 optimizer = torch.optim.Adam(

4 self.layers = nn.Sequential(

N X 3 model.parameters (), lr=0.001)

5 nn.Linear (784, 100), -

nn.ReLU Q) 1 loss_fn = nn.CrossEgtropyLoss()
P)/FOYCh . nn.Linear (100, 10) 5 for 1Tages, labels in train_loader:

. ) 6 optimizer.zero_grad()

. 7 outputs = model (images)

. def forward(self, x): 8 loss = loss_fn(outputs, labels)

A > 9 loss.backward ()
11 x = x.view(x.size(0), -1) ) .
10 optimizer.step()

12 x = self.layers(x)
3 return x

5.2.2 Distributed Training Systems

As training frameworks provide an excellent programming interface and capability to utilize different accelerators,
it remains a challenge to train models in distributed systems. However, as there are more and more training data,
and models are growing larger, it is inevitable that huge clusters have to work as a whole system to train a model.
Coordinating multiple devices with high efficiency and good scalability becomes the key to current training systems.
Numerous different ways of parallelism are proposed. Below, we categorize them according to their core parallelism
method.

Data Parallelism Parameter server (PS) [236] is first proposed to train a model using multiple devices. The model is
maintained by a centralized service, namely the PS. Workers pull a model from the PS, perform forward and backward
computation with their locally loaded training data, and then push the gradients back to the PS to update the model.
PS is used as the default distributed solution in TensorFlow [231]. It provides flexibility in the number of workers,
as RPC [237] is commonly used for communication between workers and the PS. However, as a centralized system,
network contention and gradient aggregation becomes the performance bottleneck and stop PS from scaling up to
larger clusters.

Data parallelism is defined as each worker training the same model with different data. For example, when the PS
works in a synchronous way, such that the model is updated after each worker finishes one mini-batch and waits for
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the updated model, it is a typical set of data parallelism. Meanwhile, data parallelism can be achieved more efficiently
using collective communication methods, e.g., Ring Allreduce introduced by the HPC community. Horovod [238] is
developed as a plugin to TensorFlow and replaces the PS by all-reduce operation on gradients. As a result, the training
system becomes decentralized and homogeneous, and the scalability is greatly improved.

send
_—
[ GPU 1 ]_ send receive
[ GPU O ]—b[ GPU 0 ]
[ GPU 2 |——| GPU O ] receive | send
reducer receive
[ GPU 3 ]_ send v
receive [ GPUO ] [ GPUO J
— receive send
Fig. 8. Overview of Parameter Server. Fig. 9. Overview of Ring All-Reduce.

However, when scaling to an extremely large scale, all-reduce still faces the challenge of being inefficient. Co-
design of hierarchical all-reduce and model optimizer makes training possible in such scale [239,240,241]242]. Besides,
asynchronous data parallel training appraches [243244245] can handle heterogeneity in large systems for better
training throughput.

As a more general system of data parallelism, BytePS [246] regard PS as a service that can be distributed across
workers. Both typical PS and all-reduce are regarded as a special form of the general PS architecture.

ZerO optimizer [219] instantiates such approach by splitting up optimizer states, gradients, and even model pa-
rameters onto all workers to reduce per-device memory footprint. Furthermore, data can be off-loaded from GPU
memory to host memory to accommodate more prominent models in a given system [247]. Even disks are capable of
such job [248], and tera-byte level models can be stored in a single machine.

GPUO GPU | GPU N-1

Baseline

os

os+g

0S+g+p

Fig. 10. Per-device memory consumption of model states with ZerO’s different optimization levels.

Model Parallelism Different from data parallelism that the same model is duplicated across all workers, the model is
split up in model parallelism. In typical model parallelism, tensors of parameters are split along certain dimensions.
Training data and feature maps are split or duplicated accordingly and routed to places they are needed by the system
designed by experts. This approach is first introduced as a trick [249] to accelerate training of fully connected layers
where synchronizing gradients of the large parameter matrices consumes much more time than re-arranging feature
maps.
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Model parallelism introduces a much larger space of partitioning tensors than data parallelism, which is critical
to training performance. FlexFlow [250] introduces a system on tensor partition representation to generate optimal
tensor partition strategy. Tofu [251] adopts a different approach that concentrates on splitting operators rather than
tensors. Performance models and searching techniques are keys to these systems, requiring knowledge of the system
and the model. They show effectiveness on smaller static models, while the searching process may be time-consuming.

Mesh-TensorFlow [252] is a semi-automatic model parallelism solution for TensorFlow and TPU systems. It maps
dimensions of certain tensors to a device mesh and automatically induces partition strategies for intermediate tensors.
Furthermore, GShard [253] and GSPMD [254] discusses partitioning interface, searching space, and performance tuning
techniques based on model parallelism.

Megatron-LM [200] uses a more manual approach targeting on specific transformer models. Experts design specific
tensor partition strategies to partition each transformer block to achieve high performance. This system becomes a
widely-used framework for transformers and successfully trains a trillion-scale model on 3,072 NVIDIA GPUs.

B = [BI,
B2)

(a) MLP Layer (b) Attention Layer

Fig. 11. Blocks of Transformer with Model Parallelism in Megatron-LM.

Inspired by distributed GeMM algorithms used in traditional HPC applications, Colossal-Al [255] adopts several
algorithms that minimizes communication by 2D [256], 2.5D [257], or 3D [258] distributed algorithm. Beyond model
and data parallelism, the tensor program is treated as multiple large GeMM operations and partitioned according to

heuristics.
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Fig. 12. An example of the 2D, 2.5D, and 3D parallel matrix multiplication

Pipeline Parallelism Due to the layer-by-layer nature of the NN structure, the computation process can be divided
into several stages and processed in a pipeline on different devices. GPipe [259] first introduces such a pipeline with two
newly introduced concepts, global and local batch. A global batch consists of multiple local batches, and local batches
flow through the pipeline one by one. Intermediate feature maps are sent across adjacent workers of the pipeline.
There is no need to synchronize gradients. Larger models can be stored in the system, as there are no duplicated
model parameters.

GPipe’s pipeline introduces bubbles due to its startup overhead in every global batch, making workers idle and
lowering its efficiency. PipeDream [260] is designed to address the issue by a more tight schedule that eliminates
bubbles with asynchronous model updating. It also introduces a dynamic programming-based approach to split the
model into more even stages, so that the pipeline can be more efficient. PipeDream-2bw [261] enables synchronous
training with the same bubble-free pipeline schedule.
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Fig. 13. An example of pipeline with GPipe and PipeDream with 4 workers.

To maintain backward on different versions of parameters, PipeDream suffers from huge memory consumption.
PipeMare [262] reduces its memory footprint by a fine-grained schedule.

Splitting the pipeline into multiple stages can be hard when the model is shallow and there are many workers.
DApple [263] hybrids pipeline parallelism with data parallelism in a flexible way to scale pipeline parallelism to more
nodes.

Pipeline parallelism can also be applied on different scales. TeraPipe [264] explores pipeline in token level in
transformer models.

Expert Parallelism Mixture-of-expert(MoE) is a newly evolving structure for extremely large models beyond trillion
scale. Instead of increasing the size of dense layers, which involves too much computation overhead, multiple smaller
dense layers are regarded as experts, and only a few experts that fit a specific input are activated to process it. This
reduces the amount of computation and makes training and inference of trillion-scale models possible.

To parallelize MoE models, GShard [253[254] introduces expert parallelism. Experts are located on different work-
ers. Outside MoE layers where contains the most parameters of a model, the input sequences are processed by data
parallelism. In MokE layers, input is sent to its desired expert by the system, and sent back after being processed. This
both saves memory to store the model and reduces overhead to process the sequences. However, load imbalance makes
its computation inefficient. Therefore, soft and hard limits are both applied in this system to enforce load balance.

BASE Layers [265] uses a best-matching algorithm to achieve total load balance. Unfortunately, the matching
algorithm is less efficient.

FastMOokE [266] is a flexible system to train various MoE models using expert parallelism. It abstracts the structure of
MoE models, and includes GShard and BASELayers’ solutions as a specific gate network that decides expert selection.
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Fig. 14. An example of pipeline with GPipe and PipeDream with 4 workers.

Systems for Trillion Parameters Training trillion-scale models requires strong computation power that only top
supercomputers in the world can provide. Parallel system design is complex and challenging at such a scale.

Megatron-LM [200] hybrids data, model, and pipeline parallelism for its ultimately large model. It trains a model
with one trillion parameters on 3,072 NVIDIA A100 GPUs (384 DGX A100 nodes). However, it is estimated to train
for 84 days, as it is dense.
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Google trains a 0.6 trillion model with GShard [253] in 4 days with 2,048 TPUs by expert parallelism. Thanks
to the sparse model structure and Al-targeted hardware design, it takes much less time to train such a large model.
Moreover, the size of the model grows to 1.6 trillion in SwitchTransformer [267], which is based on the same system.

BAAI releases an even larger model, WuDao, with 1.75 trillion parameters. This model is based on a brand new
Sunway supercomputer. The underlying training system, BaGual.u, is even able to train 170 trillion parameter models,
pushing the limit to 2 orders of magnitude larger. This system hybrids expert parallelism with data parallelism, and
with specific HPC design, it is able to achieve exascale computation throughput.

5.2.3 Summary for Current State-of-the-art

Training frameworks provide a friendly programming interface for model developers, and enable efficient training on
various accelerators. A great number of techniques are invented to train larger models on larger systems, including
different parallelisms and optimizations. Co-design of hardware, system, and model is vital to explore extremely large
models with high performance. It remains an open question: What is the best way to train models with the highest
performance in different platforms.

5.3 Future Directions

Parallel training support for big models is still under fast development. With new big models constantly emerging,
parallel techniques are demanded to support them, and enable exploring models at a larger scale. The system commu-
nity is also seeking more opportunities from both hardware and software. We present three hot research topics that
may gain more popularity in the near future.

5.3.1 Next-generation Training Framework

Flexibility for programming and good performance has been contradictory in current training frameworks, as per-
formance optimizations commonly require well-formed tensor program representation, which is not applaudable by
model programmers. Next-generation training frameworks are expected to address the issue by better compilation
techniques. JAX [234] adopts a Numpy-style frontend for better programmability, while an XLA computation graph
is generated as backend. TorchScript [268] tries to compile PyTorch code with limited Python grammar. In the future,
model programming systems may support more flexible Python expressions, and possess the ability to optimize them.

From the view of distributed programming, it has always been a hard problem to run a program of a single node in
distributed systems. The chances are that DNN models with tensors are more regular than traditional programs, and
can be parallelized from tensor dimensions. However, generating automatic and high-performance parallel strategies
is challenging. Mesh-TensorFlow [252] and GSPMD [254] requires manual annotation on tensors to determine them.
Colossal-Al [255] splits up tensors by heuristics from classic distributed GeMM algorithms, whereas there is not a
general algorithm for other operators. It remains a hot topic to create distributed training framework that is both
programmer-friendly and high-performance.

5.3.2 Mixed-precision Systems

It is found that the previously widely-used 64-bit double-precision float point numbers are too precise for AT models.
Single precision of 32 bits, and even half-precision of 16 bits, is enough for many models. Considering the nature
that the fewer bits the number has, the fewer transistors are placed on the chip. New floating-point formats are even
proposed and supported by hardware to fill the gap between FP16 and FP32, such as TF32 from NVIDIA [269] and
BF16 from Google [270]. There can be much more computation units with reduced chip size per unit. As a result, the
throughput of the devices is significantly increased.

However, decreased precision introduces an uncertain effect on model quality, which requires a case-by-case study.
In most occasions, only part of the model can be computed and stored using FP16, while others should remain FP32.
Some parts may also be computed by FP32 but stored by FP16. Given specific hardware, using different precision may
lead to a huge performance gap. Properly using different floating-point formats can greatly accelerate computation
without hurting model quality. However, this requires sophisticated software support that does not present yet. The
software should be able to identify precision the requirement of a given model, and adapt the fastest mixed-precision
training strategy.
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5.3.3 Domain-specific Systems

New hardwares are targeted specifically at Al. As an early participant in the Al hardware industry, Huawei’s Ascend
series Al accelerators introduce dedicated hardware for convolution networks. Google develops TPU [271] that concen-
trates on tensor computation with a specially designed matrix computation engine. As a general-purpose accelerator
manufacturer, NVIDIA attaches Tensor Cores on newer generations of GP-GPUs for better tensor processing ability.

Besides single accelerators, inter-connection has also been a hot topic. Switch is given the function of parameter
server with hardware support [272].

Beyond computation and communication hardware, they are composed together as supercomputers for large mod-
els. 2,048 TPUs are organized as a 3D torus with high bandwidth, as a TPU pod, with up to 100+ Peta-flops
computation power. Pengcheng Cloudbrain is another specially designed Al supercomputer at exascale. Besides, many
supercomputers have Al accelerators, e.g., TCUs on NVIDIA’s GPUs, achieving more than EFLOPs model training
capability. There will definitely be larger and larger supercomputers for Al training. Their computation power will
help push the frontier of large models.

Additionally, building such systems is costly. Supercomputers are commonly built by governments or large com-
panies. As a new primary facility of academia, computation power is being intensively created to enable research and
empower industry.

6 Big Language Model

Author:{: Yankai Lin", Xu Han", Zhenghao Liu", Ning Ding”, Zhengyan Zhang, Shengding Hu, Yujia Qin, Chaojun
Xiao, Zheni Zeng, Gangu Cui, Weize Chen, Weilin Zhao, Yuan Yao, Peng Li, Zhiyuan Liv™, Maosong Sun™

Human language characterizes and explain how humans use words to communicate their own ideas and feelings, in
conversations, writing, and other media. To bridge the gap of interactions between machine and human language, NLP
programs machine to cognize how humans acquire, produce, and understand language, and understand the relationship
between linguistic utterances and the world [273]. Early symbolic-based or statistical NLP systems regard language
processing as a complex sets of expert designed rules or statistical rules based machine learning algorithms. Later,
with the development of deep learning, neural NLP [274] provides a novel perspective to language processing, that is,
learning a good language representation to capture the linguistic and implicit world knowledge in and beyond the text.
Recently, Big Language Models (BLMs) [26,[I8] become a new paradigm to learn universal language representation
from large-scale unlabeled data. In this part, we intend to introduce BLMs’s training paradigm as well as their
applications in various downstream NLP tasks, discuss several advances topics of big language models, and give some
future directions of this research area.

— In Section[6.1} [6.2| and [6.3] we introduce several model training paradigms, involving neural language representation,
language modeling as deep learning objectives and pre-training-then-fine-tuning.

— In Section we introduce some common downstream tasks in NLP field, such as dialogue, text generation and
machine translation.

— In Section [6.5] and we discuss several newly developed research topics in NLP field and propose some valuable
research directions.

6.1 Neural Language Representation

A good language representation should not only capture the linguistic knowledge in the text, such as lexical meanings,
syntactic structures, semantic roles, but also the implicit world knowledge hiding beyond the text. With the develop-
ment of deep learning, various neural models have been widely used to represent text, providing a flexible approach
to mine this knowledge without complicating manual feature engineering. In this section, we introduce the typical
neural language encoders. Formally, given the input text (z1,2,---,2zr) with L tokens, where each token z; € V is a
character, sub-word or word [275], and V is the vocabulary, the neural language encoder can be formulated as a text
encoding function fe,.:

[h17h27"'7hL]:fenc(xl7x27"'7xL)a (1)

where x; and h; are the token embedding and the neural language representation for the token x; respectively. Here,
h; aims to capture the contextual information of x; in the input text. Generally, fe,. consists of one or more building
layers, which can be mainly divided into three categories according to the basic blocks of each layer: convolutional
language encoders, recurrent language encoders and self-attention language encoders.
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(a) Convolutional Language Encoder (b) Recurrent Language Encoder (c) Self-Attention Language Encoder

Fig. 15. Typical neural language encoders.

6.1.1 Convolutional Language Encoder

Convolutional language encoder is usually used to aggregate the local contextual information of a word within a
neighbor window by convolution operations. As shown in Fig. [15(a)] it can be formulated as:

h; = CNN(X—1, Xi—141, -+ » Xit1) = CNN(Xi—p:i41) (2)

where x;_;.;1; is the concatenation of token embeddings from the token x;_; to x;1;, and I is the window size, CNN(-)
is the convolutional function containing a convolutional matrix, a bias vector, and an activation function. It indicates
the representation of the token z; is only related to the words inside the window, and thus aggregates the local
contextual information. In practice, such convolutional operation is usually in the multi-channel form [276l277[278],
where different channels have different window sizes, aiming to aggregate different levels of local information.

6.1.2 Recurrent Language Encoder

Recurrent language encoder is usually used to model the short-term and long-term dependencies of the input text by
recurrent operations. As shown in Fig. [I5(b)] it can be formulated as:

hi = RNN(hi_l,Xi), (3)

where RNN(-) is the recurrent function (unit). The most widely used implementations of RNN(-) are long short-term
memory (LSTM) [279] and gated recurrent unit (GRU) [280]. By performing recurrent operation token-by-token, the
representation of the token z; thus can capture the historical information of those previous tokens. In practice, such
recurrent function is usually set as bi-directional form (i.e., bi-directional LSTMs or bi-directional GRUs), aiming
to collect information from both sides of a token. Although recurrent language encoders can capture the long-term
dependency better to some extent compared with the convolutional language encoder, they are still far from perfect.

6.1.3 Self-Attention Language Encoder

Self-attention language encoder provides a more flexible approach to model the input text by the self-attention mecha-
nism. Especially, it assumes the representation of a token is related to all tokens in the text and uses the self-attention
mechanism to learn the relation between every two tokens. As shown in Fig. [L5(c)| it can be formulated as:

h; = g(x1, X2, +,X0) = Y 0jXi, (4)
J

where a;; is the attention weight calculated by self-attention mechanism, indicating the relation between z; and
x;. With such position-independent relation modeling, self-attention language encoder thus can better consider both
short-term and long-term dependencies in the text than the convolutional and recurrent language encoder.

The most widely-used self-attention language encoder is the Transformer [25], of which the basic block consists of
a multi-head self-attention layer and a position-wise feed-forward layer. When stacking the Transformer block into a
deep one, residual connection [I3] and layer normalization [281] are added between blocks to make it easier to train.
The details of these layers are introduced as follows:

Attention Layer. Self-attention layers are the key to the success of Transformer. Formally, the self-attention layer
regards the input tokens {1, 2, -+, 21} as the query set Q = {aqi,...,qr}, the key set = {ky,...,ky}, the value
set V = {vi,...,vy}. Hence, the query vector q;, the key vector k;, and the value vector v; are calculated as:

a =x; W% k =x,WK, v,=x,WV, (5)



41

where W@, WX "WV are respectively used to project the input X = {z,x2,---, 71} into the feature space of query,
key and value.
The scaled dot-product attention is then defined as:

T
{hiy,...,h,} =Self-ATT(Q,K,V) = softmax (?/Ic%c ) V, (6)

where dj. is the dimension of input token embeddings and ﬁ is the scaling factor. The calculation of the scaled

dot-product attention can be viewed as (1) first obtaining the weight «;; to indicate how attended the query vector
q; against the key vector k;, i.e., the relation between x; and z;, through the scaled dot-product multiplication; and
then (2) calculating the weighted mean of value vectors as the final representation.

Rather than directly using the vanilla scaled dot-product attention, the Transformer applies a multi-head attention
layer defined as follows:

H = MH-ATT(Q, K, V) = Concat(Hj,..., H,)W? H; = ATTI(XWY XWX XW}), (7)

where h is the number of attention heads, and WZQ , WKWV are the corresponding projection matrices to project
the input X into the feature space of the i-th attention head. Finally, the multi-head attention layer applies W¢ to
project the concatenation of the output of all attention heads into the final output representation.

Position-Wise Feed-Forward Layer. The Transformer block contains a position-wise feed-forward layer (FFN)
after multi-head attention layers, which is defined as

H= FFN(H) = O'(HWl + bl)W2 + bg, (8)

where o(-) is the activation function (usually the ReLU [282] or GeLU [283] function). Wy, by, Wy, by are the
learnable parameters for projection of FEN layers. H is the final output of the feed-forward layer.

Residual Connection and Normalization. Transformer also applies residual connection and layer normalization
to make the deep Transformer easier to train. Formally, let f(-) indicate the combination of multi-head attention and
position-wise feed-forward layers, the residual connection and normalization layer is defined as:

H = A%N(X) = LayerNorm(f(X) + X), (9)

where LayerNorm(-) denotes the layer normalization operation.

Besides the typical Transformer architecture, some other works like recursive neural network [284] and Treel-
STM [2851[280] utilize a pre-defined tree or graph structure between tokens, such as the syntactic structure or semantic
relation, to learn the language representation. These works can be viewed as a special form of self-attention language
encoder, which gives constraints of the self-attention weight calculation.

6.2 Language Modeling as Deep Learning Objectives

Next, how to learn a good language representation becomes an important problem. A straightforward solution is to
direct train the language encoder with the labeled data in the downstream task. However, building large-scale labeled
datasets is time-consuming and even impossible for most NLP tasks. On the other hand, language modeling, the task
of predicting what character/sub-word/word comes next, provides a feasible way to learn how to encode language from
large-scale unlabeled corpora, which are easier to collect on the web. In this section, we first introduce several typical
language modeling objectives in deep learning, including encoder-based, decoder-based and encoder-decoder-based
language modelings.

6.2.1 Encoder-based Language Model

The encoder-based language model usually utilizes a bidirectional text encoder to model the probability of the input
text. The masked language model (MLM) loss [I8] is the most widely-used objective for the encoder-based language
model. As shown in the left of Fig. MLM first masks out part of the tokens in the input text and then trains the
model to predict the masked tokens according to the other unmasked tokens. Formally, given text X = (z1, o, -, z)

with L tokens, the masked text is denoted as X = (21, [mask], 3, - - -, [mask], 21) and the learning objective of MLM

is defined as:
Lyim = Z log p(x;|X \ m(X)), (10)
z;€mM(X)
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where m(X') denotes the masked token set and X \ m(X’) denotes the unmasked token set. Here, p(z;|X \ m(X)) is
usually modeled with a bidirectional encoder, which sets X as the input text and outputs the probabilities of each
masked token.

However, MLM generally requires large amounts of computations since its modeling objective only covers part of
the input text (the masked tokens, usually 10-30% of the input text). To address this problem, replaced language model
(a.k.a, replaced token detection) [287] proposes to predict whether each token in the corrupted input was replaced by
a generator sample or not instead of predicting the masked token. As shown in the right of Fig. its learning

objective is defined as:
L

Lrim =Y logp(yilX), (11)

i=1
where X is corrupted from X with a smaller bidirectional encoder, p(y;|X) is modeled with a larger bidirectional
encoder and y; = 1 indicates z; = ;.

6.2.2 Decoder-based Language Model

The decoder-based language model usually models the input text in an auto-regressive form, i.e., decoding each token
according to all its previous tokens. Probabilistic language modeling (LM) is the most common unsupervised learning
objective for the decoder-based language model. As shown in Fig. [L6(b)} its learning objective is defined as:

T
Lrm :Zlng(xi|m1;x23"'7xi_1), (12)

i=1
where p(x;|x1, 22, -+, x; — 1) is the conditional probability of z; modeled with an auto-regressive decoder. A major

drawback of LM is that the token representation in the decoder can only encode the historical information of the
previous tokens. To further consider the contextual information from both directions, bidirectional LM was proposed
to model the input text with two LMs: a forward left-to-right LM and a backward right-to-left LM.

6.2.3 Encoder-Decoder-based Language Model

Compared to encoder-based and decoder-based language models, the encoder-decoder-based language model is more
flexible due to the strong modeling ability of the encoder-decoder architecture. Denoising language modeling (DLM) is
the most typical learning objective, aiming to recover the original undistorted input according to a partially corrupted
input. As shown in Fig. its learning objective is defined as:

T
Lppy =Y logp(wi| X, xy, w9, -+, 2 — 1), (13)

i=1
where p(z;|X, 21,29, -+, 2; — 1) is modeled with an encoder-decoder model, X is randomly perturbed text from X,

which can be done with several ways [288/[19]:
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— Token Masking: Randomly masking parts of the tokens from the input text. This way can be viewed as modeling
the MLM objective in the encoder-decoder-based language model.

— Text Infilling: A harder form of token masking, which randomly replaces a number of text spans with a single
[MASK] token. Hence, the model requires to predict how many tokens are actually masked for a masked span.

— Token Deletion: Randomly deleting tokens from the input text. Different from token masking, token deletion
requires the model to decide which tokens have been deleted. When the deleted tokens are all at the end of the
input text, it can be viewed as modeling the LM objective in a harder way.

— Token Permutation: Shuffling all tokens in random order.

— Sentence Permutation: Dividing a document into sentences based on full stops, and randomly sampling a
sentence permutation from all possible permutations.

— Document Rotation: Rotating the document based on a randomly selected token so that it begins with that
token. This way requires the model to identify the real start position of the document.

6.3 Pre-Training-then-Fine-Tuning

In the era of deep learning, the conventional training-testing paradigm learns models for specific tasks from scratch.
Although training task-specific models is an effective approach for NLP, the specially designed models can not generalize
to other tasks, and they also require sufficient labeled data for training. Further, the overfitting issue hinders the
construction of big models. To cope with this issue, pre-training-then-fine-tuning paradigm has been proposed and
reshapes the NLP area. Table [J] reports representative big models in NLP and Fig. illustrates practical tools for
the implementation of big models..

Pre-training in NLP aims to capture intrinsic semantics inside texts without human annotations. To this end,
self-supervised learning tasks, such as language modeling or word co-occurrence, have been widely adopted for finding
linguistic knowledge from large-scale unlabeled corpora. In the fine-tuning stage, the big models can easily adapt to spe-
cific downstream tasks. Early pre-training works focus on distributed word representation learning like Word2Vec [51]
and GloVe [60]. Based on word-co-occurrence, the pre-trained word vectors are capable of modeling word similarities
and benefit many NLP tasks consistently. Despite their success, pre-trained word vectors are static, which makes it
hard to represent polysemous words (e.g., play) and contextual semantics. For this problem, ELMo [289] pre-trains a
2-layer Bi-LSTM to produce contextualized word embeddings. However, the representation power is still limited by
the shallow structure.

Besides word embeddings, there exists another road exploring BLMs. Early big models train auto-encoders or
RNNs to capture general language properties. With the fast development of deep neural network architectures and
computational resources, training large-scale language models with powerful Transformer backbone becomes possible.
After pre-training, big models output high-quality text representations that generalize well for downstream tasks.
Therefore, fine-tuning big models demands training a few parameters from scratch. Transformer-based big models like
BERT [18] and GPT [26] have revolutionized NLP. With millions, even billions of parameters, big models achieve
state-of-the-art on a wide range of NLP benchmarks, including both language understanding and generation. Due to
the strong representation and generalization ability, big models have become standard backbones in most NLP tasks.

Among different big models, the pre-training tasks are crucial for language modeling. Typically, there are three
mainstream pre-training tasks: autoencoding modeling, autoregressive language modeling, and seq2seq modeling. Next,
we will discuss different kinds of big models with respect to their pre-training tasks.

6.3.1 Autoencoding Modeling

The unidirectional language models only capture attention weights from one side, which is suboptimal for language
understanding. To fully exploit the context texts, autoencoding modeling corrupts part of the texts and asks the model
to recover the corrupted texts. With contextualized representations from both sides, big models based on autoencoding
modeling have been prevailing in natural language understanding, among which BERT is a milestone model.

BERT utilizes the bi-directional Transformer encoder to produce word representations. To realize autoencoding
modeling, BERT proposes the masked language modeling (MLM) objective. Basically, MLM randomly masks a token
in a sentence and tries to predict the masked token. For example, with the sentence “China is located in Asia.”, we
mask the word “Asia” using the [MASK] token and ask the model to predict the word from the context. In the whole
corpora, BERT selects 15% words to predict.

However, one major problem of MLM is that the special [MASK] token will not appear in the fine-tuning stage. To
prevent the model from focusing on the [MASK] token, BERT only replaces the original words with [MASK] for 80%
of the time. The target words are replaced by a random word in 10% of the time and remain unchanged in 10% of
the time. To overcome the out-of-vocabulary problem, BERT represents token inputs by summing three embeddings:
1) Token embedding. BERT splits words into subwords by WordPiece and uses token embeddings to represent each
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subword. 2) Segment embedding. When there are more than one sentences, such as NLI and QA, BERT uses segment
embeddings to distinguish them. 3) Position embedding. Same as conventional Transformers, BERT adds position
embeddings to encode token position information. BERT pushes natural language understanding a step forward and
achieves remarkable performance on benchmarks like GLUE [290].

On the basis of BERT, a series of improvement works are proposed. RoOBERTa [291] is the most influential BERT
variant. By adopting multiple training tricks and more data, RoOBERTa shows that BERT is significantly undertrained.
With the same architecture as BERT, RoBERTa reaches superior results on almost all benchmarks. For efficient pre-
training and inference, DistilBERT [292], ALBERT [293], and TinyBERT [294] are representative BERT variants
in parameter reduction and acceleration. With little performance loss, these models lead to considerable resource
consumption cuts. To incorporate external knowledge into BERT, some works like ERNIE [I61] and KnowBERT [179]
utilize entity and relation embeddings from knowledge bases to get informative entity and relation representations.
KEPLER [I62] further models knowledge and language jointly through Wikidata descriptions, producing enhanced
knowledge embeddings and text representations.

6.3.2 Autoregressive Modeling

Auto-regressive (AR) modeling adopts sequential probability modeling, which assumes that the probability distribution
of a word at a certain position is decided by the former words as shown in equation [I2] This is consistent with the
nature of language modeling. It is worth noting that AR models are different from recurrent models. The previous
content only provides another input to the model instead of the hidden state, therefore an AR model is merely a
feed-forward model. Compared with AE pre-training, the original form of natural language in AR pre-training is not
affected by the mask token, and therefore the gap between pre-training and fine-tuning becomes smaller. Besides, the
influence of masked words’ conditionally independence can also be ignored. However, the one-way encoding of AR
models does not make full use of the context and may lose the comprehension of two-way encoding to some extent.

One representative AR model is GPT [26], the earliest big model. Different from BERT [18], GPT utilizes the
Transformer decoder instead of the encoder to realize next word prediction. The window size is set as k, and the model
is required to predict the word when given the k words before the current position. Token inputs for GPT are composed
by token embedding and position embedding, just as mentioned in Sec. Segment embedding is not needed, since
GPT processes the text multiple times for tasks with more than one input segment, including multiple-choice and
sentence similarity. GPT performs excellently on both large-scale and small-scale downstream datasets. Especially,
due to the generative capability learned from pre-training, GPT even shows promising performances in some zero-shot
tests.

Later, GPT-2 [47] and GPT-3 [20] are proposed, showing the great potential of a larger parameter scale and pre-
training corpus. In terms of text generation, GPTs achieve good results, while loss of control of generated content is
likely to bring potential risks. Further AR models such as CTRL [64] solve this problem by estimating the domain of
unsupervised pre-training corpus and controlling the style of output. To break the limitation of fixed-length content and
catch the longer-term dependency in text, transformer-x1 [295] adopts segment-level recurrence and relative positional
encoding to solve the context segmentation problem. However, the efficiency becomes lower when the models become
larger, and the input text becomes longer. Reformer [296] reduces the complexity by introducing the LSH attention
module and RevNet framework.

A special instance is XLNet [297], which tries to combine the advantages of AE modeling and AR modeling. The
permutation language model in XLNet pre-training helps the model see not only context before but also after the
current position, and does not introduce noise caused by the masked token. The permutation training is achieved
by two-stream attention, which splits the attention masks for the content and the query in Transformer. These
improvements have brought a significant improvement in the performance of the model.

6.3.3 Sequence-to-sequence Modeling

Sequence-to-sequence (seq2seq) modeling is a comprehensive method that helps improve the understanding and gen-
erative capability of big models. Unlike AE models (using Transformer encoder) and AR models (using Transformer
decoder), seq2seq models are usually in the encoder-decoder framework. As explained in formula given the input
sequence and the generation results before the current position, models are required to predict the next output word.

Seq2seq modeling is initially proposed for text conversion tasks such as translation and summarization. Unlike
AR models, seq2seq models usually generate output text that is of a different nature from the input sequence (e.g.,
answers and questions, target language and source language, summaries and original texts and so on), thus it is more
reasonable to process the input understanding and the output generation separately. Unfortunately, seq2seq modeling
faces some challenges, including exposure bias during training. Teacher forcing training may cause a gap between
training and testing. On the contrary, providing predicted input for decoder may lead to slow training speed and
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difficulty in convergence. Some training techniques (scheduled sampling, beam search, etc.) are explored for seq2seq
modeling.

Traditional seq2seq models rely on RNNs, which have difficulty in parallel computation. Transformer has an
exquisite attention mechanism, and the encoder can realize parallel computation. It becomes the backbone of not only
the subsequent seq2seq BLMs but also popular AE and AR models. BART [288], the classical seq2seq big model, adopts
Transformer to unify BERT and GPT. Similar to GPT, BART takes token embedding and position embedding for the
input. During pre-training, BART is required to restore the corrupted input sequences. Compared with BERT, the
corruption method of BART is far more flexible. Multi-token masking, token deletion and token filling can change the
sequence length and improve the generative capability of BART. Sentence permutation and document rotation further
propose a high requirement for long context comprehension. BART achieves comparable performance on understanding
tasks with RoBERTa [291] and gets SOTA performance on generation tasks. Pegasus [298] has a similar structure with
BART while adding two objective functions about MLM and gap sentence generation. T5 [19] is another representative
seq2seq big model, and the position embedding is replaced with relative position embedding. It unifies various tasks in
the form of generation. Apart from the BERT-style mask prediction task, T5 pre-training also adopts some supervised
tasks using prefixes to distinguish them. ProphetNet [299] further extends the two-stream attention introduced in
Sec. [6.3.2] to the n-stream attention and realizes n-gram prediction instead of next token prediction.

6.3.4 Fine-tuning

In order to adapt to various downstream scenarios, the BLMs are fine-tuned on different tasks with a relatively small
learning rate and few steps. Pre-training-and-then-fine-tuning is also the most common paradigm for using big models.
For generative tasks (translation, summarization, story generation, style transfer, etc.), AR models read and repeat the
input text (if there exists) before outputting the predicting context, while seq2seq models are tuned to directly read
the input sequence and generate the corresponding output sequence. For understanding tasks, there may exist multiple
input segments such as the text pair in natural language inference and the question and choices in the multiple-choice
task. They are either separately provided to the models and encoded several times (such as GPT) or concatenated
together as a whole input (such as BERT). Most understanding tasks are in the form of classification. The BLMs read
and provide embeddings to the classifiers. The classification layer can be initialized by the pre-trained checkpoint when
the label list is the vocabulary list such as cloze task, while has to be re-defined most of the time such as sequence
labeling task and sentiment classification task.

Vanilla fine-tuning adds task-specific classifiers and objectives to adapt big models to downstream tasks. However
recently, an alternative approach, prompt-oriented fine-tuning, is receiving considerable attention [47,20,3T41[144.315].
By injecting additional textual or special tokens to the original input, we could formalize downstream tasks as the
language modeling tasks in the pre-training stage. For example, considering a binary sentiment classification for the
sentence “Albert Einstein is one of the greatest intellects in his time.” Assume the addition tokens are “<text> It is
<mask>", where the token <text> stands for the original text, and we further map the positive class to the word “great”
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Table 9. Different Big Language Models. #params (0.1, 0.3) represents the number of parameters commonly used for dif-
ferent sizes of the model in billions. (Keys: En = Encoder-based Language Model, De = Decoder-based Language Model,
En-De=Encoder-Decoder-based Language Model, MLM = Masked Language Modeling, LTR = Left-To-Right Language Mod-
eling, RTL = Right-To-Left Language Modeling, Seq2Seq = Sequence-To-Sequence Language Modeling, mono = Monolingual,
multi = MultiLingual, KB = Knowledge Base)

Model Name ‘LM (#params) ‘ Objective (+Auxilary) Data Noise

BERT [I8] En (0.1, 0.3) | MLM(token) mono ;
+Next Sentence Prediction

RoBERTa [291] |En (0.1, 0.3) MLM(token) mono -

SpanBERT En (0.1, 0.3) MLM(span) mono -

[300]

DeBERTa [301] |En (0.1, 0.4, MLM(token) mono -

0.7, 0.9, 1.5) + Disentangled Attention
and Enhanced Decoder
UniLM [302] En (0.3) MLM(token) mono -
+ LTR + RTL + Seq2Seq
+ Next Sentence Prediction

ELECTRA En (0.1, 0.3) | MLM(token) mono ;
[287] + Replace Token Detection
XLM [303] En (0.6) MLM(token) multi -
+ Translation Language Modeling
KnowBERT En (0.1) MLM (token) mono + KB |-
[179] + Knowledge Attention
and Recontextualization
K-BERT [I80] |En (0.1) MLM (token) mono + KB |-

+ Knowledge Soft-Position
and Visible Matrix

ERNIE En (0.1) MLM(token) mono + KB -
(Tsinghua) [I61] + Knowledge Alignment
+ Entity Auto-encoder
ERNIE En (0.1) MLM(token, entity, phrase) mono + KB |-
(Baidu) [185]
ELMo [289) De LTR + RTL mono -
GPT [26] De (0.1) LTR mono -
GPT-2 [47] De (1.5) LTR mono -
GPT-3 [20] De (175) LTR mono ;
CPM-1 [221] De (2.6) LTR mono -
XLNET [297] |De (0.1, 0.3) LTR mono Token Permutation
BART [288] En-De (0.1, 0.4) | MLM(span) mono Token Deletion
+ Sequence Permutation
-+ Document Rotation
T5 [19)] En-De (0.1, 0.2, | MLM(span) mono -
0.7, 3, 11)
PEGASUS [298] | En-De (0.6) MLM (token, sentence) mono -
CPM-2 [304] En-De (11) MLM(span) mono / multi |-
Switch- En-De ( 385, MLM(span) mono / multi |-
Transformer 1600)
1267]
mT5 [305] En-De (0.3, 0.6, | MLM(span) multi -
1.2, 3.7, 13)
ByT5 [306] En-De (0.3, 0.6, | MLM (byte-span) multi — byte |-

1.2, 3.7, 13)




47

and the negative class to the word “terrible”. The final input becomes “Albert Einstein is one of the greatest intellects
in his time. It is <mask>”, and we feed it into the big model to conduct masked language modeling. If the probability of
“great” is higher than “terrible”, then this sentence is classified to the positive class. We denote the additional tokens as
template and the mapping from labels to words as verbalizer. Intuitively, prompt-oriented fine-tuning bridges the gap
between pre-training and model tuning. Empirically, such a strategy is proven to be surprisingly effective in numerous
NLP tasks, especially when supervision is insufficient [316]. Efforts have been made to explore better ways to generate
templates [317,3T8.319] and verbalizers [320], as well as advanced applications [314,[14513211[322]. OpenPrompt [312]
provides a unified programming framework to flexibly conduce prompt-oriented fine-tuning.

6.3.5 Parameter-efficient Tuning

As the size of big models increases, tuning all the model parameters may lead to a serious issue. That is, numerous
copy of separate fine-tuned models for different tasks are generated. This will make the training procedure exceedingly
expensive, and the fine-tuned models may occupy tremendous storage space, which is especially impractical with the
increasing size of big models. To alleviate this issue, a new paradigm to adapt the big models, namely parameter-
efficient tuning, is recently developed, whose central idea is that most parameters of the big models are fixed and only
a few parameters are updated during model tuning. Current parameter-efficient tuning approaches mainly fall into
three groups, which are adapter-based tuning, prompt-based tuning and additive tuning.

The first strategy adds newly introduced lightweight neural modules to all the layers of the Transformer, and
only parameters of such modules are optimized during training while keeping the original pre-trained parameters
frozen [323]. In this way, we could separately train adapters for different tasks and share one same big model, and only
storing adapters will significantly reduce the cost of adaptation for big models. Architectures of adapters may vary
according to the specific tasks and languages, including two adapter layers per Transformer block or one adapter layer
with an additional LayerNorm per Transformer block. Empirically, adapter-based tuning demonstrates competitive
performance with full fine-tuning on various NLP tasks. Variants of the adapter-based method extend this strategy to
more scenarios such as multi-lingual, multi-task and few-shot learning [324]. AdapterHub [325] is a library to provide
PyTorch APIs to reuse and share adapters.

The second strategy of parameter-efficient focuses on the input layer, whose core idea is to add tunable tokens,
i.e., prompts, to the input or hidden layers. Representative methods of this strategy is prefix-tuning [I143] and prompt-
tuning [326]. Note that compared to prompt-oriented fine-tuning introduced in Section although prompt-based
tuning also injects prompts to the input, this strategy places more emphasis on the purpose of optimizing only
the parameters of the prompt and so as to achieve parameter-efficient adaptation. Prompt-tuning shows an increasing
performance as the size of the models increases, and when the number of model parameters reaches the tens of billions,
this approach can achieve performance comparable to that of full parameter fine-tuning. Prefix-tuning demonstrates
the robustness of this method in out-of-distribution evaluation. Studies also imply that we could inject such prompts
into the pre-training stage [327] to better use such prompts to stimulate big models and thereby handle the low-data
regime. Using prompt-based tuning is also verified as an effective approach to explore the mechanisms behind big
models. Researchers find that we could find a common intrinsic space for various distinct NLP tasks, and satisfying
performance could be yielded by only optimizing very few parameters in this space [328)].

The third group of methods is additive tuning, which treats the parameters of the big model after fine-tuning
as an addition (or difference) to the pre-trained parameters. LoRA [329] fixes the pre-trained parameters and injects
trainable rank decomposition matrices into each layer of the Transformer to reduce the number of trainable parameters.
Diff pruning [330] learns a sparse task-specific vector that is adaptively pruned during training. The side-training
approach [331] trains a lightweight side neural network that is fused with the frozen big model. Although each of these
three approaches has its own focus, the central idea is to keep the pre-trained parameters constant while training
lightweight alternatives to achieve adaptation for downstream tasks. There have also been some recent attempts to
grasp the internal connection of these strategies and build a unified parameter-efficient tuning framework [3321[333].

6.4 Typical Tasks
6.4.1 Text Classification and Matching

Text classification and matching are fundamental and typical NLP tasks. These tasks usually require neural models
to understand the semantic information behind the textual representations and have lots of real-world applications,
such as sentiment analysis [334,285], textural entailment [335836] and information retrieval [3371[338/[339,340].

Text Classification. Generally, existing work [341][18[2911342] usually encodes texts a with attribute neural
architectures f() and gets the representations of given texts. Then the text representations are used, aiming to classify
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texts into different categories y;,
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where y; is the representation of the category y;. Then the neural network is trained with the cross entropy loss,

N M
ECrossEntrOPy(f) = Z Z Yj (wz) logp(yj ‘xl)’ (15)

i=1 j=1

where N and M represent the numbers of training examples and label categories respectively.

Sentence representation is one of the most core technologies in the text classification task, thus existing work
usually aims to enhance the ability of text encoder f(). Recently, benefit from the development of BLMs and its
variants, such as BERT [I8], fine-tuning BLMs shows great success in downstream tasks. Specifically, existing sentence
representation models always employ the [CLS|] embedding to represent text or text pairs. Nevertheless, the sentence
embeddings encoded by BLMs are collapsed and mapped into a small area [343[3441[345][346], making the performance
of sentence representations significantly inferior in terms of semantic textual similarity [338] and even worse than
GloVe embeddings [60] without fine-tuning [346]. Some work also demonstrates that the averaged context embedding
consistently outperforms the [CLS] representation. All these mixed experimental results illustrate that existing sentence
representation pre-training methods, such as Next Sentence Prediction (NSP) [I8] and Sentence Order Prediction
(SOP) [293], can not sufficiently train sentence representations. To alleviate the shortcoming of existing sentence
representation pret-raining methods, SEED encoder [347] employs the auto-encoder mechanism to train sentence
representations. It aims to enhance the encoder module to capture more information with its [CLS| representation
by recovering the input sentences with a shallow decoder. On the other hand, inspired by the self-training methods
in computer vision [I89], sentence representation pre-training methods also leverage several methods to construct the
sentence pairs with the same semantic information [348[349] and contrastively optimize the sentence representations.
Specifically, the sentence pairs can be generated through back-translation [348], some easy deformation operations [349],
and original sequence cropping [350]. ConSERT [344] further comes up with multiple data augmentation strategies for
contrastive learning, including adversarial attack, token shuffling, cutoff, and dropout. Besides, SimCSE [351] learns
sentence representations with unsupervised data by predicting a sentence itself with dropout noise. Even though there
are lots of successful attempts on sentence representation learning, it is still challengeable to construct contrastive
sentence pairs effectively like images augmentation [352L[353], compress sentence semantic information into the [CLS]
representations [354] and activate the ability of BLMs with some well-designed prompts [355].

Text Matching. Different from text classification, text matching models usually focus more on extracting semantic
matching signals from text pairs {z, Z} and estimate their relevance. The text matching models can be categorized into
interaction-based ones [337] and representation based ones [356l[357]. The interaction-based matching models usually
feed the concatenated sentence pairs to neural networks and calculate their relevance score s(zx, ),

s(z,#) =w' f(z,)+ b, (16)

where f() denotes the text encoder. w and b are learnable parameters. On the other hand, representation based models
encode sentences individually and calculate the relevance score with vector similarity evaluation methods, such as dot

product,
sz, &) = f(x)" - f(Z). (17)

Information Retrieval is one of the most typical applications of the text matching task. In real-world information
retrieval systems, both representation-based and interaction-based text matching models are used and show their
advantages in different scenarios, such as retrieval and reranking stages. To train neural models, the relevance scores
are usually optimized with the contrastive training loss,

L exp(s(z, T;))
EContrastiveLoSS(f) I Zg‘;jej(* exp(s(m, ij)) ) (18)

where Z; is the relevant sentence with x and X~ denotes the irrelevant sentence set to .

The negative examples are crucial in such contrastive training paradigm and guarantee neural models to achieve con-
vinced text matching performance [358,[3571[359,360]. Early work [357] usually constructs the negative collections from
random sampling, unsupervised retriever, and in-batch documents training. Nevertheless, such easily distinguished
negatives may be uninformative and lead to diminishing gradient norms along the model training process [359,361].
To deal with such a problem, some research selects the most confusable negatives according to optimized text match-
ing models [359] and comes up with self-involvement methods to optimize model parameters during training [360].
Compared with interaction-based text matching models, the representation-based ones project queries and documents
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in an embedding space and always conduct a more serious unstable training process. Lots of representation-based text
matching models still need warm-up training with BM25 retrieved negatives and fix the document representations
when fine-tuned on the downstream tasks [359]. Existing work [362,[363] has proved that such a contrastive training
objective optimizes neural models to keep two properties of the whole embedding space, “alignment” and “uniformity”.
Specifically, the “alignment” property assigns similar embedding features to query and its related documents and con-
ducts better clustering for similar document representations; “uniformity” encourages encoders to maintain maximal
information for documents. In this case, optimizing text embeddings to keep a more smooth embedding space and avoid
the embedding space collapse still need more studies to guarantee the matching performance of representation-based
text matching models [363/359)].

The effectiveness of recent neural-based text matching methods heavily relies on large-scale relevance supervision
signals to learn matching patterns with end-to-end training, e.g., relevance labels or user clicks [340]. Nevertheless, in
real-world ranking scenarios, sufficient relevance labels require search logs from commercial search engines or expensive
human labeling in academic settings or vertical domains. The BLMs, such as BERT [I8] do not effectively alleviate
the data dependence problem and might require more training data than shallow neural ranking models [364[365]
337]. A promising direction to alleviate the data dependence problem of neural text matching models is to leverage
weak supervision signals that are noisy but available for the public [366,367,368|. There are various weak supervision
sources that can be used to approximate the query-document relevance signals and train neural text matching models.
To train neural ranking models, the text matching scores calculated by unsupervised retrieval methods, such as BM25,
can be used as relevance labels to weakly supervise text matching models [367]. Besides, the title-body relation
in web documents [369] and anchor text with their linked pages [370] can also be treated as weak supervisions
to approximate the relations between matched query-document pairs. Despite such weak supervision sources have
presented convincing results in the text matching tasks of the web domain, directly applying them to train text
matching models for other domains will suffer from domain adaption problems and may get suboptimal outcomes.
Query generation [371] provides a promising way to synthesize query-document relevance labels and solve the domain
adaption problem by using a seq2seq model to generate pseudo queries. Specifically, the query generation models
are trained with large-scale relevance signals from the source domain and applied to the target domain documents.
CTSyncSup [372] further encourages query generation models to capture more important and specific information
from the given documents by considering confusable document pairs and generating queries contrastively. To further
guarantee the model performance trained with weak supervision, learning to judge data quality has received much
attention. These methods usually design some neural networks to distinguish the ‘real’ data from the mixed data
collections [373[374,375]. But these methods usually capture some undesired patterns to tell apart the ‘real’ and
‘pseudo’ data. ReinfoSelect [370] and MetaAdaptRank [372] provide good attempts by selecting or reweighting weak
supervision data according to the needs of the text matching models during the different periods of the training
process.

6.4.2 Sequence Labeling

Sequence labeling is a classic task in natural language processing. Given a sequence of elements z1.p as the input,
which is usually a piece of text with z; being words, we need to classify each x; into a label y;. A broad range of tasks
can be formalized into the sequence labeling problem. Part-of-speech tagging requires identifying the part-of-speech
of each word in the sentence, which can be directly mapped into the sequence labeling problem. Other tasks that
require identifying spans of text which have certain properties in a sentence can be converted to sequence labeling by
predicting each token into a label denoting the relative position of the span. For example, in Named Entity Recognition
(NER), we predict words into B(begin of an entity), I(inside an entity), O(outsize an entity), E(end of an entity),
S(single word entity). Another example is Chinese word segmentation, where the label set is defined as {B, M, E, S},
representing the beginning of a word, in a middle of a word, end of a word, and single-character words, respectively.

Traditionally, sequence labeling is tackled by an encoder-decoder architecture (Fig. [18(a)]), where the encoder is
used to gather information to produce the contextualized representation of each token in the sequence, and the decoder
is used to map from the contextualized representation into the label space [376]. In this encoder-decoder approach, the
BLM is used mainly in the encoding stage. The decoder typically uses statistic models such as Conditional Random
Fields [377378]. This approach, though intuitive, does not fully leverage the potential of BLMs as the contextualized
representation for each token is not optimized for sequence labeling tasks. Moreover, the decoder is learned from
scratch and doesn’t utilize the rich knowledge learned in the pre-training stage.

The differences between the pre-training objectives of the big model and the objectives of sequence labeling tasks
have motivated researchers to bridge the gap by introducing unified objectives to tackle the problem. As a result, a
noticeable amount of paradigm shifted [379] has been observed in sequence labeling tasks. Grounded on NER tasks,
[147] proposes to use natural language questions to generate the named entities in a sentence (Fig. [L8(c))), for each type
of named entity, the questions are handcrafted and then trained on the training data. However, for each input sentence,
this formulation has to enumerate all the types in the typeset, which makes it inefficient. Different from converting
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Fig. 18. Sequence labeling tasks, especially NER, have been tackled using different paradigms.

the sequence labeling into question answering, [380] proposes to use sequence-to-sequence architecture to generate the
tagging sequence of the input sentence (Fig.[18(d)]). However, the tokens composing the tagging sequences (e.g., O, B,
I, etc.) didn’t appear in the pre-training stage, leaving a large learning gap for the models. The subsequent work [38T]
proposes to generate a sequence composing of the named entity and the tagging instead of the tagging token sequence
(Fig. [18(e)). For example, compared to generating “S O O O S” for sentence “Obama was born in America”, this
work instead generates sentence resembling natural language like “<s> Obama <person> <s> America <location>".
Thus, the named entity recognition tasks, as a form of sequence labeling task, actually have been tackled using the
conditional generation approach. This approach not only can generate all types of entities in one pass but also has
the potential to handle nested entities which is common in real NER applications. Thus this approach enjoys a robust
performance gain from the previous methods.

However, there are still many under-explored problems in adapting sequence labeling problems to the big model
paradigm. (1) Most works only explore NER tasks, leaving other various forms of sequence labeling tasks untouched.
Although many conversions that narrow the gap between BLMs and the sequence labeling tasks are successful in
NER tasks, how versatile are these conversions is not well studied. (2) Although suffering from inferior performances,
traditional methods only require one pass of the input sequence to generate the tags in all positions. After the paradigm
shift, most of the works require more than one forward pass to generate the tagging sequence. For example, in the
sequence-to-sequence conversion, we need to generate the output tokens one by one. Moreover, if the generation uses
beam-search-related methods, we may expect it to take more memory usage. The conversion to question answering
suffers more since it has to enumerate all types of tags. In the big model paradigm, training and inference overhead is not
ignitable, which calls for more detailed researches and innovations in this direction. Recently, a prompt-learning [3T4]
based methods [382] propose to select the word from the vocabulary as the tag of the input elements (Fig. [18(b))).
However, whether this conversion is applicable in other sequence labeling tasks remains unknown.

6.4.3 Machine Translation

Machine translation is a technology that leverages computers to translate human languages automatically. Neural
machine translation employs deep neural networks and directly maps source and target languages with end-to-end
training. These machine translation methods are data-driven and heavily depend on large-scale and high-quality
parallel resources, which even showcase some potentials to achieve human-level translation ability. In recent years,
BLMs have proved their effectiveness in utilizing massive unlabeled monolingual texts and achieving state-of-art
performance in many NLP tasks. In machine translation, researchers pay more attention to exploring how to take full
advantage of unlabeled data with effective pretraining methods for neural machine translation models. Thus various
kinds of BLMs, such as BERT, GPT, MASS, XLM, BART, T5, and mRASP, are explored elaborately to transfer
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linguistic knowledge to machine translation from different NLP tasks and various languages. We refer readers to
Section [I4] for a more detailed discussion on the machine translation task.

6.4.4 Reading Comprehension and Question Answering

The Question Answering (QA) [383] task has been a long-standing problem in NLP, Information Retrieval (IR),
and related field tasks [384]. The QA systems have the ability to deal with statements or questions expressed in
natural languages and give appropriate answers according to questions, allowing humans to establish interactions with
computers in a way that is natural to us. They help users find information efficiently. For example, suppose a user
asks “when was Barack Obama born?”. In this case, an ideal QA system is expected to return “August 4, 1961”.

The QA task can be earlier derived from the IR community and make users carry out particular information from
web searches conveniently. In most IR systems, a series of related documents will be returned by search engines as
results, but these documents usually contain both useful and useless information, increasing users’ burden of reading
and filtering documents to seek really useful information. As a result, the QA models are proposed to automatically
find answers from several documents, which is regarded as the next version of search engines. Generally, QA tasks
can be categorized into three groups: (1) Machine Reading Comprehension (MRC) task gives the QA system several
documents and then requires it to answer the given question according to these documents; (2) By contrast, the
open-domain QA task is a more difficult, as the QA system is required to search relevant documents and find answers
from the retrieved documents; (3) the last category is the Knowledge-Based QA (KBQA) task, where the QA system
will answer questions based on structural knowledge graphs, like Freebase or Wikidata. In the rest, we mainly discuss
machine reading comprehension and open domain question answering.

Machine Reading Comprehension. The earlier reading comprehension models mainly focus on the cloze test
and the multiple-choice reading comprehension task. In the cloze test, for example, given a query “Producer [MASK]
will not press charges against Jeremy Clarkson, his lawyer says”, QA models are asked to choose the answer word from
several candidates, which can fill this masked token in the given query. The multiple-choice reading comprehension
task requires reading comprehension models to choose answers from several provided candidates [385]. The above two
kinds of reading comprehension tasks are provided a set of candidate choices and are expected to tell apart the golden
answer from several possible candidates, aiming at evaluating the models’ ability in understanding and reasoning.
Different with them, the extractive reading comprehension task [386L387] aims to extract the answer spans from the
corresponding reading passages, which asks the extractive reading comprehension model to judge the question might
be unanswerable or to answer questions in the form of text. The extractive reading comprehension task is a more
general setting in the QA area, and we mainly discuss it in the rest of this part.

To extract answer spans from one given paragraph, the extractive reading comprehension task usually establishes
a reader by employing neural models as sentence encoders and training neural models to directly predict the start
and end positions of the answer spans [388]. Recently, thanks to the development of BLMs, reading comprehension
models conduct better understandings on input sentences and achieve great improvements on the extractive reading
comprehension datasets [I8/297293]. Even though these BLMs have achieved amazing performance, some research
proves that those reading comprehension models might overly rely on the relevance between question and documents,
instead of really understanding questions and documents [389]. For example, researchers try to convert the questions
to declarative sentences, replace some key information with wrong information, and then append such sentences with
misinformation to the end of the given document. Surprisingly, most of the models conduct poor performances on such
a modified reading comprehension dataset. The reason mainly lies that current reading comprehension models lack
the deep reasoning ability and semantic understanding ability. Some possible ways further consider the characteristics
of reading comprehension tasks and improve the reasoning ability of language models with the reading comprehension
oriented pretraining methods: (1) involving reasoning about relationships between two or more spans of text [300] (2)
applying commonsense knowledge and external knowledge into reading comprehension models [390LI61,184], and (3)
considering discourse relation and co-reference [391]. Besides, due to the emergency of BLMs at large scales, directly
answering the given question may be possible. Researchers regard BLMs as knowledge storage and generate answers
through a generation model without external knowledge [911[47.[392].

We have discussed the reading comprehension task that answers the questions with only one paragraph. However,
a more general and realistic setting is that QA models are provided with multiple paragraphs and find the answers
from several paragraphs. Because of the long document processing problems in NLP [393], directly concatenating all
paragraphs seems ineffective on the reading comprehension task with multiple paragraphs. To handle the multiple
paragraph issue in the reading comprehension task, the NLP community has emerged several possible approaches: (1)
pipeline systems, which select a single paragraph and run the reading comprehension model on that paragraph [394];
(2) confidence systems, which run the reading comprehension model on all paragraphs and assign a confidence score
to each candidate span in each paragraph [I§]. On the other hand, existing work also focuses more on identifying the
paragraphs that have no answer and verifying the quality of extracted answers [395,[394]. The unanswerable questions
are also regarded as an important research direction in reading comprehension models or even QA benchmarks [3941[396,
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397/398]. To deal with the question answerability problem, some work further improves the reading comprehension
models by adding independent no-answer losses, applying answer verification, and estimating the answerability of
answer spans [3951399.[400]. Recently, some work [401] also employs the fact verification models [402] to estimate the
quality of generated answers, which provides an opportunity to bridge both QA task and fact verification task [403].

Open-Domain QA. In reading comprehension tasks, we assume that the related paragraphs are given to the
reading comprehension models, which is impractical in real-world applications. To remedy this, the open-domain QA
task [404] is proposed, which requires QA models to search relevant paragraphs from a paragraph collection and read
the retrieved paragraphs to return answers.

Earlier open-domain QA systems are usually established with a pipeline, which consists of several components
to sever the whole QA system, such as question processing, passage retrieval, passage reader and answer processing.
The DrQA model [404] is designed to answer the user questions with the knowledge supported by Wikipedia. This
model first employs a document retriever, such as TF-IDF, to search some related documents and then leverages a
paragraph reader to find the answer with the extractive reading comprehension model. Some work [405] also comes
up with denoising models that filter the unrelated documents by jointly training a paragraph selector and paragraph
readers. Nevertheless, the feature-based retrieval models also face several problems: (1) the feature-based retrieval
models have the vocabulary mismatch problem and can not understand the semantic matching patterns, making the
retriever returns unrelated documents to the reader; (2) The non-neural architecture based retrievers can not be joint
trained with paragraph readers and show less effectiveness to learn the importance of different paragraphs according
to the needs of downstream paragraph readers.

To alleviate the weakness derived from feature-based retrievers, DPR [357] first replaces the feature-based retrievers
with dense retrievers. The dense retrieval model encodes both queries and documents with BLM BERT and retrieves
documents in an embedding space. The dense retrieval models significantly improve the recall of the retrieval result,
thriving on the whole open-domain QA systems [357,406L[359]. In terms of the paragraph reader, some of existing open-
domain QA models also use the seq2seq architecture to encode retrieved paragraphs and generate answers with the
decoder module instead of using the extractive reading comprehension models [407,[408]. Thanks to the usage of neural
architectures in dense retrievers, the open domain QA systems can be trained end-to-end to use full Wikipedia and
answer any factoid question [409,410,4111[407|. The RAG model [407] first trains part of dense retrievers by only fine-
tuning query encoders during training the seq2seq based paragraph readers. Besides, the passage importance signals
can also be calculated with the paragraph readers, such as using hard EM models to train dense retrievers to satisfy
the extractive reading comprehension models [412] or distilling the attention scores provided by the seq2seq based
paragraph reader [413]. Another direction of the existing open-domain QA task is that directly matching paragraphs
and phrases with dense retrieval models, which also shows strong efficiency and achieves comparable performance with
retrieval-reader systems [409,1410].

6.4.5 Text Generation

Text generation is an important task in NLP, which aims to convert the input, linguistic or non-linguistic, into text [414,
A154716]. The inputs can be text sequences, structural data and multi-modality data, making the neural models can
generate natural texts according to image, knowledge graphs, tables, multilingual languages and so on. There are lots
of important applications employ the text generation technologies in the real world, such as machine translation [417,
A184], text summarization [419[4201[421], dialogue response generation [4221[423][424], image captioning [141[425426],
and so on. With the development of BLMs, qualified output texts can be generated with neural generators, which
are more fluent, grammatically correct, semantically logical, and easy to understand. The text generation models
showcase the ability for query generation and data augmentation, benefiting lots of NLP tasks, such as information
retrieval, question answering, grammatical error correction and so on. We refer readers to Section[I5]for a more detailed
discussion on the text generation task and models.

6.4.6 Conversation

Building intelligent open-domain dialog systems that can coherently and engagingly communicate with humans in
natural languages has been a standard to estimate whether a machine has the equivalent intelligence with humans.
Benefitting from the development of BLMs, open-domain dialog systems have achieved significant advancements in
generating a more coherent, consistent, and on-topic conversational response. Modern dialog systems usually train
neural models with large-scale data and are built on top of transformer architectures with billions of parameter, such as
DialoGPT [427], Meena [428], Blender [429], Plato [4301[4311/432], and Eva [433]. Even though these models have shown
powerful performance in both automatic evaluation and manual evaluation, they still face many challenges to mimic
human-like conversational behaviors, such as generating responses grounded on a particular persona, incorporating
external knowledge to make responses more knowledgeable, and making dialog system emotionally intelligent. We refer
readers to Section [16| for a more detailed discussion on dialog models and potential challenges.
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6.5 Advanced Topics
6.5.1 Model Analysis

Although BLMs have shown their superior performance on a series of NLP tasks as introduced in the last section, it
is still unclear what are the exact mechanisms that contribute to their success. To address this problem, a wide range
of literature focuses on analyzing the internal mechanisms of BLMs, which can be divided into four categories:

1. Knowledge of BLMs. The implicit knowledge captured (or stored) by BLMs mainly contains two types: (1)
Linguistic knowledge. Early analysis works on word embeddings have revealed that they are able to capture linguistic
regularities in language by learning with neural language models objectives, such as the syntactic and semantic
relationship between words [51], compositionality properties [51], taxonomic properties [434] and parts of attributes of
entities [435]. Compared to conventional word embedding models which have fewer layers and less parameters, BLMs
can learn rich linguistic knowledge through pre-training on massive unlabeled corpus. Recently, a large number of
studies have probed and induced the linguistic knowledge in BLMs, including (a) internal representation analysis [436),
437 438[791439,[4401,[22[44T1[442,[443], which builds a small probe classifier on top of internal representations from
different layers to analyze the internal representations of BLMs can classify auxiliary linguistic tasks, from shallow part-
of-speech tagging to higher parsing, coreference revolution and so on; (b) attention weight analysis [4441[4451[446], which
computes statistics about attention matrices to study how specific attention heads are expressing linguistic phenomena,
and attention heads combinations predict linguistic tasks such as conference or dependency relations; and (¢) prompt-
based generation analysis [447.[448/[449], which utilizes language models to directly estimate the probabilities of different
sequences or words with specific-design input text (e.g., prompts) to verify some linguistic phenomenons. (2) World
knowledge. BLMs also learn rich world knowledge by self-supervised pre-training, mainly including factual knowledge,
commonsense knowledge and numerical knowledge [450,451]. For factual knowledge, [91] first proposes to query BLMs
with “fill-in-the-blank” cloze statements, and construct LAMA (Language Model Analysis) task (a.k.a, knowledge
prompts) to analyze what factual knowledge are captured by BLMs. Moreover, [452L[3T9,[318392] further explore to
design better prompt form to acquire factual knowledge from BLMs. For commonsense knowledge, [453] first evaluates
BLMs’ knowledge in the aspect of psycholinguists. After that, [4541[455] utilize a series of probing tasks to extract
commonsense from BLMs, and reveal that BLMs have learned various commonsense features in their representation
semantic space. Although various kinds of world knowledge have been found in BLMs, there exist some important
rethinking: current BLMs’ representations cannot model the implicit relations well [456] and the success of knowledge
generation may come from learning stereotypical neural associations [457|. For numerical knowledge, [458| probes
probe BLMs on synthetic list maximum, number decoding, and addition tasks, and finds that the embeddings of
BLMs naturally present a surprising degree of numeracy.

2. Robustness of BLMs. Recent works have focused on discussing the severe robustness problem of BLMs,
mainly containing two types: (1) Adversarial Attacking, which generates new samples by small perturbation on
the original inputs to mislead the BLMs’s into making wrong predictions. Current works utilize the model prediction,
prediction probabilities, and model gradients of the fine-tuned BLMs to search adversarial examples, from char-level
attacking [459], word-level attacking [460l[46114621[463L[464] , sentence-level attacking [465L466] to multi-level attack-
ing [467,[468|, showing that the robustness of BLMs to adversarial attacking is still far from perfect; (2) Backdoor
Attacking, which inserts instances with specifically designed patterns into training data so that the trained BLMs
may perform well on normal samples but behave badly on those samples with these patterns. Existing backdoor at-
tacking works of big models mainly focus on exploring more types of triggers [469], data-free backdoor attacking [470],
effectiveness on clean sets [471], effectiveness after fine-tuning [472/[473] and stealth attacking [474]. To sum up, big
models have gradually become the fundamental services in NLP, but their robustness still remains a serious security
threat when people deploy big models for real-world applications.

3. Structural Sparsity of big models. Most existing big models adopt deep Transformer as the basic architec-
ture, and inevitably meet the over-parameterization problem. Early analysis on machine translation [475], abstractive
summarization [476], and language understanding [477] have shown that a well-trained Transformer usually has re-
dundant parameters, and can remove part of parameters without loss of performance. Recently, a series of work also
discuss the over-parameterization problem in big models, containing the redundant heads in the multi-head attention
layers [444L[A77], the sparse activation phenomenon in feed-forward network layer [478], and parameter redundancy
problem of the whole Transformer [479/[480]. This provides a novel perspective for model acceleration, and [479L478]|
have shown that pruning or only activating part of the model parameters can effectively accelerate the model but not
hurt its performance.

4. Theoretical Analysis of big models. Although big models have achieved great success in a wide range of
downstream NLP tasks, how self-supervised pre-training works is still remaining a problem. In the early days of deep
learning, [23l[72] found that layer-wise unsupervised pre-training can provide a better parameter initialization to
accelerate convergence in later supervised fine-tuning, as well as a better regularization. Towards the recent devel-
opment of self-supervised pre-training objective, [481] first conduct a theoretical analysis of contrastive unsupervised
representation learning, which introduces the concept of latent classes and the semantically similar pairs are from the



54

same latent class. They further prove that the loss of contrastive learning is the upper bound of the downstream task
loss, and thus optimizing the contrastive-based pre-training loss will also decrease the loss of downstream tasks.

6.5.2 Long Document Modeling

The ability to capture semantic in long documents is essential for many NLP tasks, such as summarization [298[482],
text classification [483[484], information extraction [485480], and question answering [4871[488]. Except for integrating
local information, long document modeling requires the models to capture long-term global dependencies, discourse
relations and topic coherence of documents. Long document modeling is also an urgent need in many domains, such as
in the scientific domain [489], legal domain [490]. However, many big models are mainly designed for shorter sequences
and are suboptimal for long documents. To this end, many efforts have been devoted to exploring long document
modeling with BLMs, and we divide them into following four categories:

1. Efficient Transformer-based Models. Due to the quadratic computational and memory complexity of self-
attention, conventional transformer-based models usually cannot process documents with thousands of tokens. Thus,
how to improve the efficiency of transformers to process long sequences is an important challenge. Following hierar-
chical structures of documents, some works attempt to employ multiple layers of transformer to generate sequence
representations from sentence-level, paragraph-level and document-level context [491,4921493.494]. Another mainline
of efficient architectures is to approximate the attention matrices with various mechanisms: (1) Pre-defined Sparse
Attention. These works propose to replace full-connected attention with pre-defined local attention, which encodes
local contextual information and global attention that builds global sequence representations. Local attention reduces
the field of view to limited context for most tokens with blockwise attention [495,496] or stride window attention [497,
498]. Besides, global attention allows some selected tokens, such as [CLS], query tokens in question answering task,
to attend the whole sequence to preserve the long-term information. (2) Learnable Sparse Attention. Models with
learnable attention patterns determine the field of view in attention according to token semantic similarity, and only
the tokens in the same clusters can attend to each other. Reformer [296] employs locality-sensitive hashing to cluster
tokens into several buckets, and Routing Transformer [499] uses k-means to achieve token clustering. (3) Low Rank
Approximation. Based on the observation that self-attention matrices are low rank [500], researchers attempt to rewrite
the self-attention equation to avoid explicitly computing the quadratic attention matrices [500L50TL502]. Moreover,
some researchers find that not all words are needed for document representations. Therefore, these works eliminate
words layer by layer in big models to reduce the memory requirements [503}[504,505]. Efficient transformer-based
models mainly focus on reducing the computational and memory requirement of transformers, thus these models can
be employed for long sequences.

2. Memory-based Models. Inspired by the working memory theory, the memory mechanism has been widely
used in neural networks to capture important long-term information [279]. In big models for long documents, many
researchers attempt to leverage a memory module to provide global features for the whole sequence. For instance, the
global attention used in efficient transformer-based models can also be regarded as one type of memory module [497],
498]. Besides, recurrence-based models are also important memory-based models. These works divide documents into
several segments and model the documents segment-by-segment. During the process for each segment, the memory
which contains information from previous segments can provide long-term dependency. Transformer-XL [295] directly
utilizes the hidden states from the last segments as the memory. Furthermore, Compressive Transformer [506] and
Memformer [507] design memory compression mechanism to enable the model to memorize longer-term information.
Instead of memorizing all information, Rehearsal Memory [508] is proposed to make the memory focus on the crucial
information. These models can theoretically process documents with unlimited length, but how to generate informative
memory is still challenging for existing models.

3. Retrieval-based Models. Inspired by the observation that many NLP tasks can be divided into several
reasoning steps, and only a few sentences are needed to fulfill each reasoning step, some researchers regard the long
document modeling task as the combination of key sentences retrieval and key sentences reasoning [509,510]. These
models rely heavily on the key sentences assumption and discard the semantic correlation between sentences.

4. Discourse-enhanced Models. Discourse structures are critical features for documents and are key differences
between long document modeling and sentence modeling. Many sequence-level pre-training tasks have been proposed
to integrate discourse knowledge into BLMs, such as the next sentence prediction [18], sentence distance classifica-
tion [185], sentence reordering [34918551TL512]. These self-supervised training signals can help the model to capture
the relation between sentences and further improve the performance in document modeling.

6.5.3 Multi-task Learning

Multi-task learning [513L514] has been a long-standing method to improve both the effectiveness and efficiency of NLP
systems. In the era of big model, numerous efforts have been spent on exploring the effectiveness of multi-task learning
combined with pre-training. The explorations could be largely divided into the following three directions:
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1. Multi-task Finetuning. In order to build an NLP system that could jointly solve multiple tasks, early works
typically leverage the hierarchical task taxonomy to construct a hierarchical model architecture [515]. With the in-
troduction of big models, multi-task learning renews a surge of interest. Researchers propose to utilize the versatile
knowledge learned during pre-training and train a unified model that could perform well on various downstream
tasks. Similar to human beings’ learning activities, when jointly trained with multiple tasks, big models could leverage
the knowledge (task supervision) learned by other tasks to benefit a specific task. However, due to the imbalance
of data sizes of different tasks, jointly training multiple downstream tasks may result in over-fitting on data-scarce
tasks and under-fitting in data-rich tasks [516], making it hard to find a consistently good big model for all tasks.
To this end, (1) some propose to build task-specific architectures based on shared universal language representations
across various tasks, such as MT-DNN [517]; (2) others investigate the feasibility of hyper-networks [5I8| to dispense
with task-specific finetuning tricks altogether. The hyper-networks could generate task-level and even instance-level
parameters to solve a task; (3) in addition, some parameter-efficient algorithms are proposed to further reduce the
newly-learned parameters needed for each downstream task, such as HYPERFORMER [519] and Projected Attention
Layers [520]; (4) orthogonal to the aforementioned works that focus on neural architecture designing, researchers also
propose Born Again Neural Networks [521] to learn a big model that could perform well on multiple tasks through
knowledge distillation.

2. Multi-task Pre-finetuning. Instead of simultaneously learning multiple downstream tasks, some works propose
to additionally adapt the big models utilizing intermediate tasks before finetuning on the specific target task of
interest. The above process is dubbed as “pre-finetuning”. The corresponding explorations could be categorized into
four types: (1) exploring the effectiveness of pre-finetuning. (a) By incorporating the intermediate stage of
knowledge transfer, big models could gain sufficient language skills that are not included during self-supervised pre-
training and achieve certain performance gains in downstream tasks [522]. For instance, some works have shown the
superiority of the above routine in relation extraction [I88], named entity recognition [523], text classification [524]
and question answering [525]. The more evident performance gain is observed, especially under low-resource settings.
(b) Besides conducting pre-finetuning on supervised small-scale datasets, another line of work conducts pre-finetuning
on domain-specific unlabeled data and shows that additional adaptation towards a certain domain could provide
significant benefits [76,526,527]. (2) Understanding the success of pre-finetuning. Although being effective, pre-
finetuning is found to bring only marginal performance gains under some circumstances. In other words, the success
of pre-finetuning is relatively sensitive to the chosen intermediate tasks. To understand this phenomenon, some works
conduct sufficient empirical analysis to better understand (a) what kind of tasks tend to serve as good intermediate
tasks [528] and (b) what kind of language skills do big models learn during pre-finetuning [529]. The above two research
questions are also related to exploring the knowledge transfer among different NLP tasks. Some works pioneered to
study the transferability for reading comprehension [530] and cross-linguisics [531], later works focus on analyzing the
transferability across far more diverse tasks for both finetuning [5632] and parameter-efficient tuning [533]. (3) Efficient
intermediate task selection for pre-finetuning. Based on the transferability among different tasks, researchers
also explore how to efficiently choose the most appropriate combinations of intermediate tasks from an abundance
of candidate tasks through embedding-based methods [534], manually-defined features [531], task gradients [535] and
Beta-Bernoulli multi-armed bandit [536]. (4) The power of scale for multi-task pre-finetuning. Furthermore,
some works also indicate that the labor of intermediate task selection could be removed by conducting multi-task
pre-finetuning at a sufficiently large scale with extremely diverse tasks [528], that is, when scaling the number and
diversity of intermediate tasks, performance gains on target tasks are consistently observed. Others also show that pre-
finetuning big models on diverse tasks, which are described as instructions, could substantially boost the performance
of zero-shot cross-task generalization, even for extremely large big models [537].

3. Unifying NLP tasks. The past few years have witnessed the evolution of paradigm for various NLP tasks. In
the meantime, the paradigm shift has also been observed in a growing number of NLP tasks [379]. Especially after
the introduction of big models, some paradigms (e.g., the sequence-to-sequence paradigm) have shown the potential
to unify various kinds of NLP tasks that differ a lot superficially with a single model. Compared with designing
multiple task-specific models, a single unified model exhibits several advantages, including higher sample efficiency,
better generalization, easier deployment and excellent robustness. The research explorations in task unifying could be
categorized into 3 types: (1) prior explorations propose to cast pre-training objectives into the format of specific
downstream tasks, e.g., question answering [538/[539], span prediction [300] and textual entailment [540]. In addition,
the development of text-to-text big models such as T5 [I9] achieves great success by treating every text processing
problem as a “text-to-text” problem; (2) another line of work proposes to cast various tasks into the form of
pre-training tasks of big models, especially after the success of the prompting methods [315], which insert human-
designed / automatically-generated tokens into the input text to mitigate the gap between the formats of downstream
finetuning and pre-training. Prompting makes it possible to solve various understanding and generation tasks using
a single big model backbone [314326,143]; (3) understanding the principle of task unification. Despite the
success of the above explorations, it is still under-explored why different NLP tasks that differ a lot superficially could
be potentially unified into the same format. Recently, researchers find evidence indicating that the adaptations of a
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big model to various downstream tasks can be reparameterized as optimizing only a few free parameters in a unified
low-dimensional parameter subspace [328], providing the possibility of the transferability among different tasks. In
other words, solving different tasks requires limited combinations of the language skills conserved in the big model,
and such language skills of different tasks may have a large overlap.

6.5.4 Continual Learning

Human beings excel at learning knowledge in a lifelong manner. On the one hand, they can make full use of the
experience derived from other related tasks to learn new tasks. This knowledge transfer across different tasks plays
a vital role in learning generalization, even in those scenarios where data is scarce [54I]. On the other hand, human
beings have strong memory abilities, so that after learning new knowledge, they will not easily forget old knowledge
and can even further abstract the diachronic knowledge to enhance the abilities to solve various tasks [542]. That is to
say, incrementally acquiring, refining, transferring, and remembering knowledge, is the cornerstone of human beings’
powerful learning abilities.

In view of this, many efforts have been devoted to exploring continual learning in the field of NLP. Especially
after the emergence of big models, continual learning has become more important and meaningful, because big models
are pre-trained on the streaming data of various domains that are continuously increasing rapidly, and this learning
process is quite similar to the learning process of human beings. These efforts mainly focus on the following directions:

1. Alleviating Catastrophically Forgetting. The problem of catastrophic forgetting [543] is a common phe-
nomenon encountered in continual learning. Specifically, every time new data appears, continually learning this new
data may let models overfit the local data and gradually lose the knowledge learned on the historical data. A straightfor-
ward solution is to store all historical data and re-train models every time new training examples come in. Nevertheless,
the huge example number of historical data makes frequently mixing new and old examples become infeasible in the
real world. Therefore, how to effectively learn new data and meanwhile efficiently avoid forgetting old data is a major
challenge for continual learning.

Towards alleviating catastrophic forgetting, many researchers explore parameter regularization [5441[545, 5461547,
548]. In the process of learning new data, these regularization methods regularize those parameters important to
handle historical tasks and reduce their learning weights to alleviate the forgetting problem. Memory replay [549]
550,55116521553654] is another effective way to overcome the problem of forgetting. These memory-based methods
will memorize a few examples of historical data and continually learn them with emerging new tasks to alleviate
catastrophic forgetting.

As the parameter regularization methods do not require to remember any data, these methods are widely used for
big models [555[656]. Compared with those parameter regularization methods, the memory-based methods are more
suitable for dealing with the forgetting problem in the process of continually learning specific tasks and are widely
used in various tasks of text classification and information extraction [557,558,659L660L66TL562L563L564].

2. Absorbing Historical Knowledge. The target of continual learning is to continually absorb and organize
fresh knowledge from new data. Although this process can be somewhat straightforwardly implemented by proceeding
training on newly collected data, there are still two challenges remaining: First, since the incoming data may contain
low-quality or duplicated information, we require to filter the new data to ensure that models can be learned effectively
and efficiently based on the historical knowledge; Second, with tremendous knowledge in the past increasingly piled
up, it is unavoidable that models may encounter “knowledge saturation”, which means models may not hold such huge
amount of information anymore, and models require to be expanded; Third, the knowledge learned on old data may be
useful for learning new data. In summary, continual learning requires considering how to absorb historical knowledge.

Some preliminary works explore various dynamic model architectures [565L566L[567], which can dynamically expand
model architectures to learn new tasks and effectively prevent forgetting old tasks. Yet model architectures dramat-
ically changing with increasing tasks makes these methods unsuitable for NLP applications in practice. Under this
circumstance, some other efforts explore dynamically enlarging the original model (e.g., hidden size, number of layers,
etc.) while retaining most of the original parameters when necessary. Enlarging the model size can effectively enjoy
the benefits of historical knowledge as demonstrated by [20] and [568|, and achieve better zero-shot /few-shot abilities
and higher training efficiency. The dynamically enlarging model size has been used to pre-train big models [569], and
achieved promising results. Moreover, Qin et al. [526] further propose “knowledge inheritance” to continually absorb
knowledge from existing trained big models to learn larger and better big models.

3. Updating/Correcting the Outdated Knowledge. Much knowledge comes with an expiration date. It leaves
the question of how to efficiently identify such outdated knowledge and correct it in time. In fact, existing parameter
regularization, memory-based, and knowledge absorbing methods cannot handle this problem, since these methods
frequently update model parameters, and it is difficult to grasp the parameters on which specific knowledge depends.

Recently, prompt tuning has been proposed, which will freeze big models and only tune task-specific prompts for
downstream tasks [327[570,[332]. Based on prompt tuning, we can update and correct the outdated knowledge in the
process of continual learning. Continually updating the prompt templates implanted in the pre-training phase in order
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to adapt to new future tasks when necessary. Along with continual learning, the parameters of big models are also
continually updated, which means that those prompts tuned based on historic parameters may fail based on the latest
version of big models. Therefore, it is meaningful to ensure that the prompts tuned on historic parameters can continue
to work on new models, which has been demonstrated in the paper [571].

6.5.5 Knowledge-enhanced NLP

Knowledge is essential to the deep understanding of natural language. Therefore, many efforts have been devoted to
integrating rich knowledge into big models for better language understanding, including world knowledge [161L162],
linguistic knowledge [179,391] and commonsense knowledge [I67[572]. To this end, researchers have explored integrat-
ing knowledge via three key components of big models, including model inputs, model architectures and objective
functions. For the model inputs, knowledge augmentation aims to enhance the inputs with abundant related knowl-
edge [I6TL[411]. For the model architectures, knowledge support aims to design knowledgeable modules to support
knowledge processing [672,609]. For the objective functions, knowledge regularization enhances the objective with
knowledge to regularize the model representations [I62L[I88]. Enhanced with rich knowledge, big models can typically
achieve superior performance on a variety of knowledge-rich NLP tasks, such entity typing [161], information extrac-
tion [I62], question answering [573] and dialogue systems [572]. We refer readers to Section 3| for a more detailed
discussion on knowledge-guided big models.

6.5.6 Model Acceleration

Since the size of big models has been increasing exponentially in recent years [I8L20], it is essential to explore the
techniques of model acceleration for real-world application. The goal of model acceleration is to reduce the time
and space complexity of big models for faster inference and deployment on resource-constrained devices. There are
several techniques for model acceleration, including parameter sharing [293], model pruning [574[475l[575], knowledge
distillation [2925761294], model quantization [577578|, dynamic inference [579,680,478].

1. Parameter Sharing. Sharing parameters across similar units can reduce the space complexity of big models.
ALBERT [293] uses factorized embedding parameterization and cross-layer parameter sharing to reduce the param-
eters of BERT. Using the same parameters across all Transformer layers, ALBERT achieves a significant parameter
reduction, and meanwhile has the same or even better performance. This indicates that big models can be over-
parameterized, and there is much room for optimization.

2. Model Pruning. To take more advantage of the over-parameterized feature of current big models, researchers
also explore model pruning, which cuts off some useless parts in big models to reduce the computation cost while
maintaining the performance. For layer pruning, Fan et al. [581] selectively drop layers during training and dynamically
combine parts of layers for a more shallow model during inference. For the pruning of attention heads, researchers find
that only a small part of them is enough for good performance [574475L[575]. Most of these heads can be removed with
little impact on the accuracy. Other trials such as CompressingBERT [479] try to prune the weights of both attention
networks and feed-forward networks to reduce the number of parameters in s and find that the redundant weights are
less than 50%, which is different from the redundant ratio of CV models (over 90%).

3. Knowledge Distillation. The goal of knowledge distillation is to train a small student model with the supervi-
sion of a large teacher model having good performance. Using a small distilled model for inference can reduce both the
time complexity and the space complexity. There are some typical works on knowledge distillation for big models, such
as DistillBERT [292], TinyBERT [294], BERT-PKD [576] and MiniLM [582]. They propose to use various supervision
from teacher models, including the output probability, the hidden states, and the attention matrices. Meanwhile, the
student model can learn from a big model or a fine-tuned model. Compared to training a small model alone, knowledge
distillation can utilize the knowledge stored in teacher models to increase the performance of student models. However,
knowledge distillation is limited by the access to teachers’ training data and the computation cost of teacher models.
These methods require the data used for pre-training the teacher model, which is usually not released in consideration
of the data copyright and privacy. And, the teacher model needs to compute the entire pre-training data to produce
logits or intermediate representations for knowledge distillation, causing an even longer training time.

4. Model Quantization. To further accelerate big models, researchers explore model quantization, which has
been widely used in CNN-based models [583]. Model quantization refers to converting higher-precision floating-point
parameters to lower-precision ones. The parameters of conventional big models are usually represented in 32 bits or 16
bits, while parameters after quantization can be represented in 8 bits or even 1 or 2 bits. Recently, 8-bit quantization
has been proved to be effective for model compression in Q8BERT [577] without significant performance degradation.
Despite this, training 1 or 2 Bits models remains challenging due to the significant decrease in model capacity. To
alleviate the performance degradation, other methods to preserve the accuracy can also be employed. Q-BERT [584]
uses mixed-bits quantization where the parameters with higher Hessian spectrum require higher precision, and those
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parameters with lower Hessian spectrum need lower precision. TernaryBERT [578] applies knowledge distillation in
quantization, forcing low-bit models to imitate full-precision models. Both Q-BERT and TernaryBERT result in ultra
low-bit models. However, low-bit representation is a highly hardware-related technique, which means quantization
requires specific hardware and can not generalize to all devices.

5. Dynamic Inference. Most work focuses on how to dynamically drop layers to accelerate inference [579L[580].
In this manner, the output of each layer is expected to be able to predict labels, and hence it will introduce additional
training objectives and prediction strategies. Meanwhile, MoEfication [478] propose to dynamically select parts of
feed-forward networks, which simplifies models in a finer granularity and does not change the process of training and
inference.

6.6 Future Directions

For human beings, understanding complex semantics at different levels requires various knowledge. With the knowledge
at different levels, we can capture rich information from the text and give diversified responses. Looking back at the
research spectrum of NLP, to a certain extent, what we have been doing is researching how to let machines obtain
all kinds of knowledge required for language understanding. These crucial “knowledge” includes both the symbolic
knowledge used in the grammar theory [585.686] and the expert system [587.[588], as well as the model knowledge
used in the statistical learning [689378] and deep learning [60,590]. In recent years, after the emergence of big
models [I8]26], using self-supervised learning methods to obtain versatile knowledge from large-scale unlabeled data,
and then fine-tuning these big models to adapt the pre-trained knowledge to downstream tasks has become a new
paradigm in the field of NLP. Making full use of knowledge, whether it is symbolic knowledge or model knowledge, is
a crucial way towards better language understanding. From the perspective of utilizing knowledge, several directions
may be promising in the future:

Knowledge augmentation to augment the input of models with knowledge. There are two mainstream
approaches for knowledge augmentation. One is to directly add knowledge into the input and mainly used for symbolic
knowledge [I80,591L407]. These methods retrieve background knowledge and then add the knowledge into the input
sequence to provide more information for models. The other approach is to design special modules to fuse the original
input embeddings and the knowledgeable input embeddings, which are mainly used for model knowledge [5921[593]
289]. The model knowledge can provide rich implicit knowledge to make the input more informative.

Knowledge support to support the processing procedure of models with knowledge. On the one hand,
we can use knowledgeable underlying model layers for pre-processing to make features more informative [5941[595461].
On the other hand, knowledge can be also used as an expert at the top of models for post-processing, guiding models
to calculate more accurate and effective output [T911[65,/5961597L179].

Knowledge regularization to regularize the objective function of models with knowledge. Using knowl-
edge to build extra objectives and regularization functions, especially weakly-supervised methods [598[I611[162391],
has shown promising results to enhance model performance. Besides, using knowledge as extra predictive targets for
the training process [5991[600L163] is also promising. Knowledge distillation [601] is a representative approach for this,
which uses model knowledge as extra predictive targets.

Knowledge transfer to obtain a knowledgeable hypothesis space with knowledge, making it easier to
train an effective model. Both transfer learning [12] and self-supervised learning [602], which focus on transferring
knowledge from source tasks to downstream target tasks, are typical approaches for this. In fact, knowledge transfer
is widely used in NLP. Recently, fine-tuning big models such as GPT [26] and BERT [I8] has shown promising results,
owing to the effectiveness of knowledge transfer.

Knowledge container based on big models. As we mentioned before, big models could capture rich model
edges from large-scale textual corpora, and fine-tuning big models with extra task-specific data can transfer big models’
knowledge to handle downstream tasks. Recently, prompt tuning[603,[604,145] has been further proposed to utilize the
knowledge in big models efficiently, and has drawn a lot of attention. [143}[3T8] further explore to freeze the whole big
models and only tune soft prompts to adapt big models to handle downstream big models. When the model parameters
reach a certain scale, only tuning soft prompts can achieve comparable results to fine-tuning all model parameters.
In other words, we can fix big models as knowledge containers, and learn task-specific prompts to extract and store
knowledge for specific tasks.

7 Big Vision Models
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With the rapid development of artificial intelligence, the computer vision field has witnessed significant progress in
both theoretical research and practical applications. Delicately designed deep models with the abilities to perceive the
visual world and process various downstream vision tasks are leading a unprecedented revolution to many aspects of
the modern information society, such as intelligent robotics and autonomous driving. However, the growing appetite
for data of ever-enlarging deep models has also brought challenges to further advancement of the community, as the
annotation cost for numerous task-specific data and the corresponding training resource expenses are unaffordable.
Therefore, the pre-training technique is then introduced to bridge the gap between the training resource limitations
and demands for higher representational ability of vision features.

The vanilla pre-training strategy [605] is composed of two steps: (1)pre-train a visual feature perception model on
an immense and easily-labeled database, and in turn (2)finetune the weights on the target task based on a smaller
and precisely-annotated downstream dataset. The second stage typically takes less gradient descent optimization to
converge and achieves better results than the one training from scratch, since the pre-training stage has enhanced
the feature extraction capability of the backbone. The paradigm has been dominating many data-starving vision
problems, such as object detection and segmentation. However, there are still many underlying challenges. On the
one hand, the domain discrepancy between the pre-training database and the fine-tuning task-specific dataset has
been an obstacle for better knowledge adaptation. On the other hand, the supervision collapse [606] occurs when the
pre-trained model focuses on a limited range of information and neglects components that are essential for downstream
tasks but contribute little to the pre-training objective. Additionally, the architectural gap and the information density
divergence between the pre-training mission and downstream tasks are also existing technical challenges for vanilla
vision pre-training.

To overcome the aforementioned difficulties, more complicated pre-training schemes are promoted to focus on
exploiting more comprehensive knowledge from the data via multifarious pretext tasks. In-painting [607], coloriza-
tion [608], de-shuffling of image patches [609], masked image modeling [610] are representative ones and denoising
autoencoders [611] are designed to restore the original images from these handcrafted puzzles. The high-level features
from the autoencoders are regarded as concentrated image representations and are transferred to downstream tasks.
Moreover, contrastive learning [612], unsupervised clustering [613] approaches are also potent pre-training techniques.
These unsupervised or semi-supervised pre-training strategies are raising more and more attention of researchers given
their low requirement for precise labels.

The development of pre-training studies is critical to vision evolution, both theoretically and practically. For
academic research, pre-training is an important representation learning topic to investigate how to extract more rep-
resentative features that can not only better perceive the visual world, but also be easier to transfer to downstream
tasks. For industrial applications, the pre-training technique fulfills the appetite of data-starving models of the down-
stream tasks with limited annotated data, and enables the deep model to consume less training resources. Thus it
makes the deep model more applicable to industrial scenarios, such as robotic manipulation and autonomous driv-
ing. In conclusion, pre-training is one of the keys to more advanced deep models for computer vision and artificial
intelligence.

In this section, we will thoroughly summarize the existing literature on pre-training in vision.

Section first goes over architectures of vision models, that are foundations of the pre-training strategy design.
— Then in Section [7.2] we will review various pre-training strategies that are divided into three categories according
to the supervision degree.

The following Section presents downstream tasks that the pre-trained models are applied to.

— Finally, we conclude the section in Section [7.4] and introduce future directions of pre-training in vision.

7.1 Architectures of Vision Model
7.1.1 Deep Convolutional Neural Networks

CNNs have been the dominant architectures in computer vision since their breakthrough on image classification [2].
Different from previous methods like MLPs (multi-layer perceptrons) and those based on handcraft features, CNN
enjoys powerful feature extraction ability with relatively lower computational complexity. The basic operation in CNN
is convolution, which captures the local patterns via a kernel shared on all spatial locations. Downsample layers are
usually adopted to reduce the size of feature maps and enlarge the reception field. Fully-connected layers are used at the
end of the network to obtain the final classification scores. The significant improvements brought by CNNs suddenly
attracted the computer vision community’s attention, which then led to the enormous progress in the architecture
designs of the CNNs in recent years. As the winning solution of ImageNet 2012 competition, AlexNet replaced the
commonly used average pooling to overlapping max pooling and is trained with more powerful data augmentation
methods on two GPUs. VGGNet [614] proved the superiority of deeper networks and proposed some new principles
for architecture design such like the 3 x 3 convolutions. GoogLeNet [615] proposed the Inception module which applied
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Fig. 19. Architectures of Vision Model.

1x 1,3 x 3,5 x5 convolutional kernels to extract feature maps from different scales. One of the most representative
architectures of CNNs is ResNet [616], the winner of the ILSVRC 2015 image classification and object detection. ResNet
resolved the optimization problems of deeper models by adding a residual connection in each block. A bottleneck block is
also introduced to reduce the number of parameters. The simple implementation and the promising performance makes
ResNet remain to be the most commonly used architecture nowadays. Apart from the architectures aforementioned,
there are also some lightweight networks specifically designed for mobile devices such as MobileNets [617,618] and
ShuffleNets. In MobileNets series, depth-wise separable convolutions, inverted residual blocks, neural architecture
search (NAS) are proposed or introduced to reach better accuracy-complexity tradeoffs. ShuffleNets [619] adopted
pointwise group convolution and channel shuffle to build a series of hardware-friendly architecture.

7.1.2 Vision Transformers

Although CNNs have become the standard architecture for computer vision, recent advances have demonstrated that
Vision Transformers (ViTs) are powerful alternatives. ViT treats an image as a series of tokens and borrows the
successful Transformers in NLP to model the interactions among the tokens. Specifically, ViT [27] first split the
image into multiple non-overlapping patches, and then use linear projections to convert the flattened patches to visual
tokens. The visual tokens are then concatenated with a class token to form the inputs for the Transformer. Position
embeddings are applied to include information on spatial locations. The self-attention mechanism can capture long-
term dependencies without introducing inductive bias like convolutions. Experiments show that ViT achieves better
performance, especially when pre-trained on larger datasets like JFT 300M. DeiT [620] proposed a data-efficient
training recipe and distillation strategy which can largely enhance the performance of ViTs when only regular datasets
like ImageNet are available. However, standard vision transformers can only process relatively small feature maps (e.g.,
14 x 14) due to the quadratic complexity of self-attention. As a result, they cannot be applied to downstream tasks
including object detection and semantic segmentation, where hierarchical feature maps are required. Swin [28] resolves
this issue by applying self-attention in small windows. Normal windows and shifted windows are used alternatively
to enlarge the inception field. Swin achieves state-of-the-art results on multiple tasks, which also proves that vision
transformers have good generalization ability on downstream tasks. For example, DVT [621] adjusts the number of
input tokens according to whether the sample is easy or hard. DynamicViT [622] uses predictors to compute the
keeping probabilities of the tokens and dynamically discards less important tokens to achieve token specification.

7.1.3 Other Architectures

Some recent works have proved that convolutions and self-attentions are complementary [623]. Borrowing the merits
from both CNNs and ViTs, it becomes a new direction to build hybrid models that consist of both convolution and
self-attention. For example, CoATNet [624] experiments with many combinations and find some basic principles to
construct such hybrid architectures given different dataset sizes. MLP-Mixer [625] and ResMLP [626] are another two
simple architectures that directly replace the self-attention layers in vision transformers with spatial MLPs. However,
despite the simplicity of the all-MLP models, they are still hard to be scaled up to higher resolution. To this end,
GFNet proposes to use a global filter layer to replace the self-attention, which can be simply implemented as a stack
of a 2D FFT, an element-wise multiplication, and an inverse 2D FFT. Experimental results show that GFNet [627]
can not only enjoy better accuracy-complexity trade-offs but also achieve better performance on downstream tasks.
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7.2 Pretraining Strategies

In this section, we classify pre-training strategies for vision models into supervised pre-training, unsupervised pre-
training, and semi-supervised /weakly-supervised pre-training according to the degree of utilization of human-annotated
information.

Semi / Weakly Supervised
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Fig. 20. Pretraining Strategies of Big Vision Models.

7.2.1 Supervised Pretraining

Supervised pre-training is the most basic and common pre-training strategy for vision models. Supervised pre-training
requires clear and complete annotation of the dataset, and uses manual annotation information to guide model pa-
rameter training.

In 2009, Deng et al. published the ImageNet dataset [10], which is a large-scale supervised training dataset
commonly used in recent years. In 2012, Krizhevsky et al. proposed the multi-layer convolutional neural network
AlexNet [2], which was an earlier method that achieved considerable performance using supervised training on the
ImageNet dataset. Achieving the local sparse structure through the fusion of different scale features, Szegedy et al.
proposed the GoogLeNet [615] with a deeper convolutional network layer, which further improves the classification
accuracy of supervised training on the ImageNet dataset. At the same time, He et al. proposed the new activation
function and initialization method [628] and facilitated the supervised training of deeper network structures. The
classification accuracy on the ImageNet dataset exceeds the human level for the first time. To solve the problem
of gradient disappearance in deeper networks, He et al. proposed ResNet [616] with residual connection structure
to further improve the performance of ImageNet supervised training. In addition to the convolution-based network
structure, Dosovitskiy et al. verified the feasibility of the attention-based visual transformer structure for supervised
training [27]. Through the design of window division and window sliding, Liu et al. proposed Swin Transformer [28]
to reduce the computation complexity of self-attention interaction in ViT and achieved excellent performance in the
three tasks of image classification, object detection, and semantic segmentation. Thus Swin Transformer becomes the
current new supervised pre-training benchmark model.

Since supervised pre-training relies heavily on human annotation information, some researches have begun to use
larger-scale labeled datasets to explore the possibility of larger-scale supervised pre-training. Zhai et al. explored the
supervised pre-training performance of the ViT model on the unpublished large-scale dataset JFT-3B dataset [629],
which is an annotated dataset containing 3 billion images. For the first time, the classification results of this pretrained
model on the ImageNet dataset exceeded 90%. At the same time, Riquelme et al. adopted the design idea of the
mixture of experts and constructed a ViT-MoE [630] model with 14,700M parameters. With the help of the supervised
training of the JFT-3B dataset, the classification accuracy rate on the ImageNet dataset was also over 90%. Liu
et al. extended Swin Transformer [28], proposed a Swin-v2 [631] model with 3B parameters, conducted supervised
pre-training experiments by introducing the unpublished ImageNet-22K-ext dataset, and also achieved a classification
accuracy rate of over 90% on the ImageNet-1K dataset.
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7.2.2 Unsupervised Pretraining

Since it is difficult to manually label large-scale datasets, how to make full use of unlabeled data has become a current
research hotspot. Unsupervised pre-training only uses datasets without manual annotation and introduces special
model designs or optimization goals combined with human prior knowledge to achieve model pre-training. According
to the way to provide model pre-training prior knowledge, it can be divided into self-supervised pre-training, cluster-
based pre-training, and pretext-task-based pre-training.

Self-supervised pre-training is a common unsupervised pre-training algorithm. The core idea is to use the consis-
tency of the views obtained after different transformations of the same image to train the model. In 2014, Dosovitskiy et
al. first tried image augmentation methods such as rotations, transformations, color changes, or contrast adjustments
on randomly sampled image patches [632], and constrained the network to correctly classify different views from the
same image patch. Hjelm et al. proposed Deep InfoMax [633], which uses the consistency of local features and global
features of the same image for self-supervised pre-training. In 2020, He et al. proposed MoCo [612] and MoCo-v2 [634]
to greatly improve the classification performance of the self-supervised pre-training method on the ImageNet. The
algorithm reduces memory overhead by introducing an asymmetric memory bank structure. In the same period, Chen
et al. proposed SImCLR [I89], which further increases the performance of self-supervised pre-training by introducing
more image augmentation methods. Grill et al. proposed BYOL [635], an asymmetric algorithm with an online and
a target network to avoid training collapse. Chen et al. integrated mainstream self-supervised pre-training algorithms
in 2021 and proposed a simplified SimSiam [343], which only uses asymmetric projection heads and positive sample
pairs to achieve high-performance self-supervised pre-training.

With the use of deep neural networks, cluster-based pre-training algorithms have become one of the mainstream
research directions for unsupervised pre-training. In 2016, Xie et al. used an encoding network to represent images
as low-dimensional features and then used a given target distribution to guide the network for unsupervised cluster-
ing [636]. In 2018, Caron et al. proposed DeepCluster [613], which iteratively uses the K-Means algorithm [637] to
generate pseudo labels, and uses pseudo labels as supervision signals to train network parameters. Then, in 2020,
Caron et al. proposed SwAV [638], which clusters the data while imposing the same feature consistency constraints
on different views. At the same time, Gansbeke et al. proposed SCAN [639], which achieves unsupervised clustering
by mining nearest neighbor samples with the help of self-supervised tasks.

In addition to this, there is a large class of unsupervised pre-training methods that employ pretext tasks to train
networks. The so-called pretext task is a task that can assist in training the network although it is different from
the target task. In 2015, Doersch et al. proposed to use the context prediction as the pretext task [640]. Inspired by
BERT [641], the BEIT [642] and the MAE [610] employed the masked patch completion task as a pretext task to train
the network and achieved the high classification performance on the ImageNet.

7.2.3 Semi/Weakly-supervised Pretraining

Semi/Weakly supervised pre-training is aimed at training models with fewer or weaker human annotations. Semi-
supervised pre-training can be regarded as a combination of supervised and unsupervised pre-training, which can utilize
both labeled and unlabeled data to train the model. Weakly supervised pre-training employs supervision information
which is easier to obtain than manual annotation.

One of the main ideas of semi-supervised pre-training is to use models trained on the labeled data to assist training
on the unlabeled data. In 2013, Lee et al. proposed a method of using labeled data to train a model and then using
the current model to generate pseudo labels to further promote training on unlabeled data [643]. Tarvainen et al.
proposed the Mean Teacher [644], which uses a teacher based on the average weights of a student in each update step.
Berthelot et al. unified the dominant approaches and proposed MixMatch [645], which predicted low-entropy labels for
data-augmented unlabeled examples and mixes labeled and unlabeled data using MixUp [646]. By employing datasets
with larger scales and models with more parameters, the performance of semi-supervised pre-trained models can be
further improved. Xie et al. proposed Noisy Student [647], which achieves 88.4% top-1 accuracy on ImageNet. First,
they train an EfficientNet model on labeled ImageNet and employ it as a teacher to predict pseudo labels on 300M
unlabeled images and train a larger EfficientNet as a student model on the combination of labeled and pseudo labeled
data. Such a process is iterated by putting back the student as the teacher, which gradually generates the less noised
teacher. Pham et al. proposed Meta Pseudo Labels [648], which achieves a new state-of-the-art top-1 accuracy of 90.2%
on ImageNet compared with other semi-supervised methods. Different from Pseudo Labels [643], the teacher in Meta
Pseudo Labels is constantly adapted by the feedback of performance of the student on the labeled dataset.

Weakly-supervised pre-training mainly employs supervision that is more convenient to obtain than fine annotation
to train the model, which tends to have weaker supervision ability and may be mixed with noise. In 2018, Mahajan
et al. explored the behavior of pretraining with 3.5 billion public Instagram images [649]. Due to the difficulty of
large-scale manual annotation, they employed the social media hashtags in the wild as the supervision, which may be
mixed with some noise. The experimental results demonstrate the excellent transfer learning performance only trained
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with weak supervision by hashtags. Radford et al. proposed CLIP [650], which trains models directly from raw texts
about images without manual annotations. They demonstrate that it is efficient and scalable to learn excellent image
representations by training models to match captions and images.

7.3 Applications of Big Vision Models
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Fig. 21. Applications of Big Vision Models.

In this section, we discuss the application of big vision models on several downstream tasks including object
detection and semantic segmentation, low-level vision, vision understanding beyond images, and visual perception for
autonomous vehicles and robotics.

7.3.1 Object Detection and Segmentation

Object detection and semantic segmentation are two most common downstream tasks for computer vision. The task
of object detection is to identify object locations and classify objects in these locations. Different from classification
which performs classification in the image level, object detection performs classification on the region level. Since the
quality of extracted features is important for the classification of regions, the pretraining of the model has a large
effect on the performance of object detection. Using a better pretrained backbone network achieves considerable better
results than training from scratch. A common pipeline is to first pretrain a big vision model on ImageNet and then
finetune this network for detection. They usually incorporate the big vision model to a detection framework (e.g.,
Cascade Mask R-CNN [651], RepPoints [652], and Sparse RCNN [653]) and use multi-scale training [6541[653]. Both
CNNs (e.g., ResNet [616]) and ViTs (e.g., Swin [28l[631]) can be used as the backbone network, which achieves excellent
performance.

The task of semantic segmentation is to classify each pixel of an image and is thus a dense classification task. For
example, Mask R-CNN [655] formulates segmentation as a mask classification problem and generates masks based on
detected bounding boxes. Maskformer [656] performs mask classification based on set prediction and achieves state-of-
the-art performance. Still, using a pretraining backbone big vision model improves the performance of segmentation
and a larger vision model pretrained with more data typically achieves better performance. The backbone model itself
typically has a larger effect on the performance than the segmentation framework.

7.3.2 Low-level Vision

With the improvement of stochastic hardware level, big models (such as BERT [641], GPT-3 [20]) pre-trained on
large datasets have shown better effectiveness than traditional methods. The great progress of transformer is mainly
due to its powerful feature expression ability, which is also the key factor to low-level computer vision tasks such
as image denoise [657], super-resolution [658], and image deraining [659]. Image Processing Transformer (IPT) [660]
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takes advantage of the representation ability of vision transformer to jointly address multiple low-level vision tasks
to improve the performance. They employ multiple heads and multiple tails to adapt to a variety of degradation
degradation models. In order to maximize the ability to mine transformers, they use the ImageNet dataset to produce
a large number of degraded image data pairs and then use these training data pairs to train the IPT model. In addition,
they also introduce contrastive learning [I89] to better adapt to different image processing tasks. After fine-tuning, the
pretrained big vision model can be effectively applied to multiple tasks. With only one pretrained big vision model,
IPT can outperform the SOTA frameworks on multiple low-level vision benchmarks.

7.3.3 Vision Understanding Beyond Images

As a single sensor can hardly capture all the information, modern vision systems capture different modalities of visual
signal and process video to take temporal relations into consideration.

For the training of video-based big vision model, the temporal correlations among frames provide a natural super-
vision. In recent years, self-supervised learning has attracted extensive attention especially on large-scale unlabeled
data. Using temporally continuous data such as video, Salakhutdinov et al. [661] proposed a method of predicting
post-sequence frames based on pre-sequence frames of videos, so that the model can learn the video sequences in the
video scene. Mirsa et al. [662] proposed a self-supervised learning task of judging the correct temporal position of the
input frame to extract more video-related features. Vondrick et al. [663] of Google Research proposed a self-supervised
task of coloring videos based on the self-similarity of adjacent frames, which obtained richer feature representations and
achieved good video segmentation effects without fine-tuning. Qian et al. [664] later proposed a contrastive learning
method based on video spatiotemporal self-similarity, and obtained a richer and more complete feature representation
based on video. Recently, Li et al. [665] proposed a video contrast learning method based on motion alignment, which
achieved better results than other self-supervised learning methods on the downstream task of action recognition.

Another widely-used visual modality is the point clouds collected by LiDARs, which are composed of a set of points
with 3D coordinates. Point clouds provide more structural information than RGB images due to the access of depth
while lacking semantic information. Early methods [666] first transform point clouds into voxels or multi-view images
and then employ 3D CNNs or 2D CNNs to extract features. PointNet [667] and PointNet++ [667] directly extract
features from raw point clouds and achieve better performance and efficiency. Recently, vision transformers [27] are
introduced to 3D perception to better exploit the structural information between points. Furthermore, Omunivore [668]|
process images, video, and 3D data with a single model, which first transform them into an embedding space and then
employ a shared transformer architecture to extract more comprehensive features.

7.3.4 Visual Perception for Autonomous Vehicles and Robotics

As the main source of perception for humans, visual perception also serves as the most important sensor for autonomous
vehicles and robotics. Two prevalent frameworks for autonomous vehicles are fusion-based [669] and vision-based [670].
Fusion-based schemes [669)] collect information from multiple source like cameras, LiDARs, and radars and then fuse
them to make decisions. Differently, vision-based schemes [670] only utilize RGB images as the input visual source,
similar to humans, for further decision-making process. Even though vision-based schemes are usually more efficient,
compared with the model based on 3D point cloud, there is still a big gap in the performance of 3D scene perception
based on image and video [671]. However, sensors such as lidar to obtain 3D point clouds are expensive to fake, and
different types of lidar data are distributed differently, making it difficult for a single model to generalize to different
3D point clouds. In addition, the current research on large-scale visual models in terms of parameter quantity, training
and deployment efficiency, and industrialization has a huge gap with language large-scale models, which is far from
meeting the needs of the industry [672]. Therefore, how to effectively extract accurate 3D information from multi-view
images is crucial to the performance of the model. In addition, training a multi-view 3D information extraction model
requires a lot of data, but 3D detection, 3D semantic segmentation and other annotation acquisition costs are high
and the amount of data is small, which cannot support the effective training of big vision models.

7.4 Future Directions

Despite the remarkable progress in developing large-scale vision models in recent years, there are still several challenges
associated with the downstream applications of big vision models. One of the most important bottleneck is the lack
of a general-purpose large-scale model that can process information from various forms of visual data and conduct
various downstream tasks. There have also been some challenges to deploy vision models to edge devices for real-world
applications. Designing models with more flexible architectures with better interpretability are also emerging topics to
build reliable, efficient and robust big vision models. In this section, we highlight a few promising directions to tackle
these challenges and expand the future applications of big vision models.
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7.4.1 Generic Modeling of Visual Data

Different from natural language understanding tasks that have an unified form of input data (i.e., a sequence of
words), vision tasks usually perform on a wider range of visual data including images, videos, 3D point clouds, etc.
Most existing big vision models are designed for a single form of visual data, which makes them difficult to transfer to
other visual tasks and thus limit their applications in downstream tasks. This design is also divergent from biological
systems that can process various modalities. Recent efforts on vision Transformers offer a new direction to unify
different forms of visual data and downstream tasks. Different convolutional models that are specifically designed
for visual data, previous studies have shown that Transformer architectures can be successfully applied to various
domains, data forms and tasks. Thanks to the progress of exploiting Transformer architectures in vision tasks, Jaegle
et al [673] propose the Perceiver that aims to learn a unified models for different forms of data without the inductive
biases about the domain-specific assumptions. The model is based on the iterative attention mechanism and has shown
promising performance on image, video, audio and point cloud classification tasks. An improved version of Perceiver,
named Perceiver 10 [674], is then proposed to unify both inputs and outputs of various data and tasks. The model is
tested on various tasks with structured inputs and outputs including multi-task language understanding, optical flow
prediction, video+audio autoencoding, etc. Although these models can process different data and tasks by design, the
model itself can only perform a single specific task. Recently, a few efforts are made to learn a single model for a range
of data and tasks. GPV [675] proposes a general purpose vision system that takes an image and a natural language task
description as the inputs and outputs bounding boxes and text for vaious vision tasks including object detection, visual
question answering (VQA) and image captioning. Li et al. [676] learn a single unified model for both images and texts,
which exhibits superior performance on both tasks. data2vec [677] presents a general self-supervised learning framework
for speech, vision and language. While these models avoid some of modality dependent architectural choices and unify
some of the modality during training, existing models still cannot unify all data forms and commonly considered
downstream application tasks (e.g., recognition, detection, segmentation, and distance prediction tasks from both
images and scanned point clouds for autonomous vehicles). Developing a total modality-agnostic and task-agnostic
model and learning framework is still a open and interesting future direction.

7.4.2 Efficient Models for Edge Devices

Training large-scale vision models usually requires large amount of data and considerable computation power. In
many real-world applications, it is impossible to directly use large vision models. Therefore, developing light-weight
counterparts of large vision models for edge devices and resource-constrained environments becomes an emerging
topic that can largely expand the applications of big vision models. Some recent work [678[679,6211622] has explored
efficient and hardware friendly Transformers architectures for efficient inference. However, distilling and transferring
the knowledge learned by large-scale vision models to lightweight models that are easy to deploy is still an open
problem.

7.4.3 Dynamic Visual Models

Dynamic visual models are a collection of models that can change he architectures or parameters according to different
inputs during inference. Since dynamic visual models usually have better efficiency, generality and compatibility,
then have attracted researchers’ attention in recent years. Dynamic visual models can be roughly categorized as
three types [680]: sample-wise, spatial-wise and temporal-wise. Sample-wise dynamic networks [6811[682] adjust the
architectures (depth, width, etc.) and parameters to input sample. Spatial-wise dynamic networks [6831[684] perform
adaptive inference on various spatial locations of images, e.g., the computation for different regions are different.
Temporal-wise dynamic networks [685686] process along the temporal axis to select most informative frames for
prediction. Constructing dynamic visual models can make the big model more efficient and generalize well to various
tasks. However, a serious problem is that the efficiency of current dynamic visual models may not match the theoretical
one. Some dynamic visual models introduce operations that are hardware-unfriendly thus can hardly be used in real
applications. Therefore, how to design dynamic visual models that can achieve acceleration in real application becomes
an interesting problem.

7.4.4 Interpretability
Understanding the decisions of vision models can help us to diagnose the wrong behaviors and avoid unwanted biases of

the models. Therefore, the interpretability becomes an important research topic. Although there are plenty of works on
the interpretability of CNNs [687[688.[689], interpreting vision Transformers is still and open problem. Since ViTs have
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been proved to have better generalization and robustness [690], it becomes more interesting to investigate why they
behave different from CNNs. The main difficulty of interpreting vision Transformers lies in the complex token mixing
operations in each block. Some recent related works [691] adopt LRP-based relevance score to interpret Transformer.
However, these methods are based on some simplistic assumptions and can only provide visualizations rather than
improve the performance of the Transformers. Exploiting the interpretability of vision Transformers can provide us
a more clear understanding for better architecture design and can also mitigate some societal issues brought by big
models since their behaviors will become more predictable.

8 Big Multi-modal Model

Authori: Shuai Zhao™, Yizhao Gao”, Liang Zhang”, Ming Ding”, Nanyi Fei, Anwen Hu, Zhiwu Lu™, Qin Jin®™, Rui-
hua Song, Ji-Rong Wen

Human brains are complex systems that can process information from multiple sensory modalities. That is, they are
capable of simultaneously handling language, image, video and other modal information, which allows us to accurately
and efficiently complete perception, understanding, and decision-making tasks. To mimic these core cognitive abilities of
us humans, it is necessary and also promising for AT models to train on large-scale multi-modal data. The key challenge
of training a big multi-modal model is to learn the correlations and the complementarity of multiple modalities due
to the heterogeneity of multi-modal data. The recent trend of utilizing large-scale multi-modal data crawled from the
Internet as the pre-training data collection [30,69233[693] has also raised another challenge of how to make full use
of such huge data, because it is impossible for careful human annotation and there inevitably exists a certain amount
of data noise. The goal of big multi-modal models is to align data from different modalities and acquire the ability
to transfer their learned knowledge to various downstream tasks, finally ultimately approach strong AI. In general,
current research on multi-modal models mainly focuses on video, image, speech and language modal, as shown in
Fig. Since the Vision-Language Pre-training (VLP) model takes a large proportion in current research, our next
introduction will mainly focus on this part. We believe that the exploration of big multi-modal BMs has just started,
and they have the potential to make AI research to the next level.

To give readers a better understanding of VLP models, in this section, we will thoroughly summarize the existing
literature.

In Section we will describe how VLP model process and represent the different multi-modal information, such
as images and text.

In Section 8.2 we will introduce the popular architecture of VLP models, including Single-stream and Dual-stream.
— In Section [8.3] we will presents diverse pre-training tasks that the VLP models are always applied to.

In Section [8.4] we will introduce several downstream tasks including generation task and understanding task.

— Finally, in Section [8.5] we will discuss several potential research directions that are worth studying in the near
future.

8.1 Feature Representation

This section describes how VLP models preprocess and represent an image, and text to obtain counterpart features.

8.1.1 Image Representation

Text information usually consists of multiple sentences of different lengths and has the maximum length of 512 words.
Images are quite different, as the input image size used for classification network is 224 x 224 (50, 176pixels), which
is relative small compare to some other computer vision such as object detection and semantic segmentation etc.
Therefore, how to represent continuous vision contents in a discontinuous way is an important work. As shown in
Fig.[23] the commonly used image discretization methods can be concluded as four categories: Pixel-based, OD-based
(object detection), Patch-based and VQ-based (Vector Quantified).

OD-based image representation methods are commonly used, especially when image contains multiple objects.
Most of VLP models adopt object detector to extract regions before embedding each region features. And the most
commonly used object detection model is Faster R-CNN with bottom-up attention [426]. It mainly proposes a top-
down and bottom-up attention method, which is firstly applied to the related problems of Visual Question Answering
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Fig. 22. A typical architecture of big multi-modal pre-training models and its downstream tasks.

(VQA) systems. By using Faster R-CNN, the multi-modal big models first achieve the region-based representation
V = [v1,v9,v3, ..., v] of an image with & selected regions. Each region feature v; is a 2048-d feature with its bounding
box. The bounding box is defined by the coordinates of the bottom-left and top-right corners of the region. Then model
uses bounding boxes to construct 5-d vectors, and the vector is embedded into a high-dimensional representation named
visual geometry embedding. Region-based methods have brought impressive performance on many downstream tasks,
such as VQA, IR, TR, etc. But unfortunately it is always time consuming and easily affected by the performance of
object detectors.

Pixel-based representation is inspired by the NLP models that encode sentence word by word. Some VLP models
use the CNN architecture to embedding an image as a whole. Images are processed by VGG or Resent backbone
with the FC and classification layers cut to reduce the image resolution. The OD-based representation are designed
for specific vision tasks, which can cause a gap towards language understanding. Because some important visual
information is missing, such as the shape, spatial relationship and coincidence of objects in the figure. In addition, the
semantic representation capability is limited to the semantic categories contained in the model used by the task, which
means semantic information cannot be obtained for objects that are out of the domain. In contrast, the pixel-based
representation dose not suffer from that problem.

Patch-based image representation is a kind of newly developed approach. Recently, ViT [27] first splits the image
into multiple non-overlapping patches, and then use linear projections to convert the flattened patches to visual tokens.
Inspired by this work, some VLP models are reshaped into patches to representation image features. Specifically, the
input image € RE*WXC was split into a sequence of flatten 2D patches z € RN*(PPONHXWXC yhere (H, W) is
the resolution of the original image, C is the number of channels, (P, P) is the size of each image patch, and N is
the resulting number of patches. ALBEF [694] and SimVLM [695] feed patches to an ViT encoder to extract image
features, which lead the way to a full transformer VLP model.

VQ-based method is another category of image representation approach. For text-to-image generation tasks,
we expect the network to draw an image with a small amount of text guidance. Meanwhile, in order to ensure the
diversity and reality of the generated images, some studies try to adopt a limited-dimensional query vocabulary called
codebook based on VAE. Some recent research work [321[3TL201] has shown super ability of semantically controlled
image generation, where utilize the VQ-based representation and text embedding as GPT-2 inputs. And the generative
model can even understand some basic vision concepts such as object shape, positional relationship, color, etc.

8.1.2 Text Feature Extraction

Most existing studies on VL-BMs utilize BERT as the text encoder to encode text. A text is first concatenated with
a [CLS] token, denoted as W = [wi,ws,...,ws]. Each token w; will be mapped into a word embedding Ew(w).
Besides, to indicate the index of the token in the sequence, each token corresponds to a positional embedding
Ep(w;) and a segment embedding E's(w;). By feeding the summation of word embeddings, positional embeddings,
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Fig. 23. Four typical image representation approaches for VLP models. (a) Pixel-based, (b) Object detection (OD-based), (c)
Patch-based (ViT), (d) Vector Quantised (VQ-based).

i n 1

and segment embeddings into BERT, we can obtain the final input text representation of W, denoted as E(W) =
[Ew([CLS]), Ey(wl), ..., By (wy)]

8.2 Model Architecture

According to the different aggregation methods between each modality, we mainly divided approaches of VLP models
into two categories: fusion encoder and dual encoder. The fusion encoder method utilizes a deep network to interact
with images and text features. These models always achieve better performance in complicated VL understanding
tasks, such as VQA (Visual Question Answering), Visual Commonsense Reasoning (VCR), IC(image captioning), etc.
However, the inference process of fusion encoder method is slow due to the continuous modality fusion. In contrast,
the dual encoder applies two separate encoders to encoder vision and text information and uses cosine similarity or
a linear projection layer to measure the distance between them. Many studies have proved dual encoder methods are
effective in VL retrieval and some classification tasks, but fail to handle complex reasoning tasks, such as NLVR and
visual reasoning.

8.2.1 Fusion Encoder

Generally, we expect the VLP models can learn the connections between images and text and reduce the semantic
gap. For example, the model was able to correlate the appearance of a dog in an image with the word of 'dog’ in
the text. Therefore, in order to achieve this goal, the fusion encoders need to be carefully designed. According to the
fusion process of different modalities, it can be mainly classified into two categories: single-stream and two-stream.

Single-streamThe single-stream methods directly concatenate the image features and language embedding to-
gether, then utilize a single transformer network to model. It is obvious that the single-stream is more efficient
as parameters are shared between embedding end-to-end. Besides, some studies [696L697,698[699] show that fusing
cross-modal information early and freely can achieve better performance.

Dual-stream The dual-stream architecture utilizes two single-modal transformers to process visual feature and
language embedding respectively, and then fusing them through a series of self-attention-based or cross-attention-based
interactions. This approach allows for variable network depth for each modality and enables cross-modal connections
at different depths.

8.2.2 Dual Encoder

OpenAlI CLIP [30], as the representative work of dual encoder model, has shown surprisingly good performance on
some zero-shot downstream tasks. It uses separated transformer embedding for image and language information.
Unlike fusion encoder models focused on learning visual concept from scratch via natural language supervision and
dense interaction between two domains, CLIP only adopts a single dot product in a learned joint embedding space to
calculate the similarity. Dual encoder models [32,201[694] are efficient in retrieval tasks. With the help of large-scale
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pretraining data, zero-shot and few-shot transfer of dual encoder models show huge potential to various classification
tasks.

8.3 Pre-training Tasks

After the input images and texts are encoded as vectors and fully interacted, the next step is to design pre-training
tasks for VLP models. In this section, we introduce how to pre-train VLP models by using different pre-training
objectives, which have a great impact on what VLP models can learn from the data.

8.3.1 Masked Language Modeling

Masked language modeling (MLM), which is widely known as the BERT-based modeling, is adapted as a novel pre-
training task. The concept was first proposed by Taylor [700] in his literature in 1953. In addition to BERT, where
masked words are predicted from the non-masked words in the language modality, LXMERT proposes cross-modality
model architecture that could predict masked words from the visual modality as well so as to resolve ambiguity. For
example, it is hard to determine the masked word “carrot” from its language “Who is eating the carrot?”, but the word
choice is clear if the visual information is available. Besides, VIiLT [701] uses the Whole Word Masking strategy, which
prevents the model from predicting tokens solely by words co-occurrence; InterBERT [702] masks several continuous
segments of text and improves the performance further. Formally, the objective can be defined as:

Ly (0) = —Ewv)y~D fo(Wm|W\m, V) (19)
Where v = (v1,v2,...,v;) denote the image regions, w = (w1, ws, ..., wr) is the input text, and w\,, means the

mask indices. 6 is the trainable parameters. MLM randomly masks words with a probability of 15%, and replaces the
masked ones with special token [M ASK]. Then the model is asked to predict these masked words.

8.3.2 Masked Vision Modeling

Inspired by MLM in the pre-training process, VLP models also sample vision parts (regions, objects or patches) and
usually mask them with a probability of 15%. The model is trained to reconstruct the mask vision features vy, given
the remaining vision features v\,, and all the words w. The vision features of the masked region are set to zeros.
Unlike textual tokens that are represented as discrete labels, visual features are high-dimensional and continuous, thus
cannot be supervised via class likelihood. The object function is:

EMVM(G) = _E(w,v)NDfG (Vm|v\m7 W) (20)

(1) Masked Vision Features Regression(MFR) learns to regress the model output of masked features of each
masked region Vl(;,) to its original visual features. VLP models always convert the model output from the transformers
into a vector of the same dimension as the original visual feature by an FC layer or linear projection. And then apply
the L2 regression between the original visual features and the vector. When images are represented as a sequence
of region features by Faster-RCNN, simple masking strategies like random masking can give satisfying performance.
However, random masking will not be so effective when images are converted into grid features or patch features,
because the model will directly duplicate neighbor features as the predicted features. Visual parsing [703] uses patch
features to represent an image and assumes that visual tokens of high attention weights have similar semantics. It
first randomly masks a visual token as a pivot token, and continues to mask k tokens with top-k attention weights.
SOHO [704] pre-trains a vision Dictionary (VD) and masks all the features sharing the same visual index to avoid
information leakage.

(2) Masked Vision Feature Classification (MFC) learns to predict the object semantic class for each masked
visual part. The model first feeds the transformer output of the masked region vi, into an FC layer to predict the
score of the object class, which further goes through a softmax function to be transformed into a prediction normalized
distribution. Note that there is no ground-truth label, as the object categories are not provided. Generally, there are
two ways to solve this problem. First, using the object detection output label from the detectors, the VLP models
can take the category with the highest confidence score as the ground-truth label and then apply cross-entropy loss
to minimize the gap between them. Since the most likely object class from the object detection model may not be
true and highly relies on the quality of the detectors, thus there are some variants about the MFC task. VILBERT
[701] and UNITER [697] try to adopt soft label as supervision signal named MFC-kI. Briefly, the MFC-kl aims to
minimize the KL divergence between the detector and prediction distributions in a soft way. SOHO [704] first maps
the CNN-based grid features to visual tokens, and then predicts the masked visual tokens based on their surrounding
tokens.
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Table 10. The summary of mainstream VLP models. IE-TE: image embedding and text embedding. LP in IE-LE column:

linear projection.

Model IE-LE Multi-modal Fusion Pretraining Tasks Pretraining Datasets Downstream Tasks

VisualBERT ODs - BERT Single-stream MLM-+VLM COCO GRE+NLVR-+VCR+VQA

VIiLBERT [2019] ODs - BERT Dual-stream MLM+VLM+MVM COCO+VG VLR+NLVR+VE+VQA

LXMERT [2019] ODs - Transformer Dual-stream MLM-+VLM+MVM-+VQA COCO+VG+VQA+GQA+VGQA GQA-+NLVR+VQA

VL-BERT [2019] ODs - BERT Single-stream MLM+MVM CC3M GRE+VCR+VQA

Unicoder-VL [2020] ODs - BERT Single-stream MLM-+VLM+MVM CC3M+SBU VLR+VCR

VLP [2020] ODs - BERT Dual-stream MLM+LM CC3M VC+VQA

UNITER [2020] ODs - BERT Single-stream MLM+VLM+MVM COCO-+VG+SBU+CC3M GRE+ VLR +NLVR+VCR+VE{+VQA
ImageBERT [2020] ODs - BERT Single-stream MLM-+VLM+MVM LAIT+CC3M+SBU VLR

PREVALENT [2020]  Pixel - BERT Single-stream MLM-+MVM Matterport3D VLN

XGPT [2020] Pixel - BERT Dual-stream MLM-+IDA+VC+TIFG CC3M VC+VLR

InterBER [2020] ODs - BERT Single-stream MLM+VLM+MVM COCO+CC3M+SBU VLR+VCR

PixelBERT [2020] Pixel - BERT Single-stream MLM+VLM COCO-+SBU+CC3M+FLKR+VQA+GQA+VGQA  GQA+VC+VLR+NLVR+{NoCaps+VQA
Unified VLP[2020] ODs - UniLM Single-stream MLM-+VLM CC3M VC+VQA

UNIMO [2020] ODs - BERT,RoBERTa  Single-stream MLM+MRC+MRFR -+ VLM COCO-+VG+SBU+CC3M GRE+ VLR +NLVR+VCR+VE+VQA
OSCAR [2020c| ODs - BERT Single-stream MLM+VLM COCO-+VG+SBU+CC3M GRE+VLR+NLVR+VCR+VE+VQA
FashionBERT [2020]  ViT - BERT Single-stream MLM+VLM+MVM FashionGen ITR

ERNIE-ViL [2020] ODs - BERT Single-stream MLM+MVM CC3M+SBU GRE+VLR+VCR+VQA

RVL-BERT [2021] ODs - BERT Single-stream MLM+VLM-+MVM CC3M VC+VQA

VinVL [2021] ODs - BERT Single-stream MLM+VLM COCO-+CC3M+SBU+FLKR+VQA+GQA+VGQA  GQA+VC+VLR+NLVR{NoCaps+VQA
VL-T5 [2021] ODs - T5,.BART Single-stream MLM-+VLM+VQA+GRE+VC COCO+VG+VQA+GQA+VGQA GQA-+GRE+VC+MMT+NLVR+VCR+VQA
ViLT [2021] LP - BERT Single-stream MLM+VLM COCO-+VG+SBU+CC3M VLR+NLVR+VQA

ALIGN [2021] Patch - Transformer Dual Encoder CMCL AltText VLR

Kaleido-BERT [2021]  Pixel - BERT Single-stream MLM+VLM+AKPM FashionGen CR+VC+VLR

MDETR [2021] Patch - BERT Single-stream MLM+CMCL COCO-+VG+FLKR+GQA GQA+VQA

SOHO [2021] VD - BERT Single-stream MLM-+VLM+MVM COCO+VG VLR+NLVR+VE+VQA

E2E-VLP [2021] Pixel - BERT Single-stream MLM+VLM COCO+VG VC+VLR+NLVR+VQA

Visual Parsing [2021]  Patch - BERT Single-stream MLM-+VLM+MVM COCO+VG VLR+VCR+VE+VQA

CLIP-ViL [2021] Pixel - BERT Single-stream MLM+VLM+VQA COCO+VG+VQA+GQA+VGQA VE+VLN+VQA

ALBEF [2021] Patch - Transformer Dual-stream MLM+VLM+CMCL COCO-+VG+CC3M+SBU VLR+NLVR+VQA

SimVLM [2021b] Pixel - BERT Single-stream seq2seq LM AltText VC+NLVR+VE+VQA

WenLan [2021] ODs - BERT Dual-stream MLM-+VLM - ITR

MURAL [2021] Pixel - Transformer Dual-stream VLM CCI12M+AltText VC+VLR

VLMO [2021a] Patch - BERT Single-stream MLM+CMCL+VLM COCO-+VG+CC3M+SBU VQA+NLVR+VLR

METER [2021] Patch - Transformer Dual-stream MLM+VLM COCO-+VG+CC3M+SBU VLR+NLVR+VE+VQA

CLIP [2021] Patch - GPT2 Dual Encoder CMCL SC OCR +AC etc.

FLAVA [2021] Patch - Transformer Dual Encoder MMM +ITM+CMCL COCO+VG+SBU+LN+WIT+CCI2M+RC+YFCC  OCR +AC etc.

X-LXMERT|2020] ODs - WordPiece Dual-stream MLM-+ITM+MRC+MRFR+VQA  COCO+VG+VQA+GQA+VGQA T2I1+GQA+NLVR+VQA

DALL-E dVAE - GPT-3 - - LAION-400M T2I+IC+ITR

Cogview [2021] VAE - GPT-2 - - WudaoCorpora T2[+IC+ITR

M6 [2021] dVAE - GPT-2 - M6-Corpus T2I+IC+ITR

8.3.3 Vision Language Matching

Vision Language Matching (VLM) is similar to the Next Sentence Prediction (NSP) task in NLP, which requires the
model to predict whether the image and text are matched. MLM and MVM help VLP models learn the fine-grained
correlation between vision and texts, while the VITM task empowers the model ability to align them at a coarse-
grained level. In single-stream models [6971[699[702], VLM uses the representation of the special token [C'LS] as the
fused representation of both modalities. In the dual-stream models [70I1[7051706], they always concatenate the visual
representation [C'LS,] from the vision transformer and the textual outputs [C'LST] as the fused representation of both
modalities. Then feed it to an FC layer and a sigmoid function to predict a score between 0 and 1, where 0 indicates
the vision and language are mismatched and 1 indicates the vision and language are matched. The object function is:

Lyvim(0) = —Ewwv)~plylogse(w,v) + (1 —y)log(l — se(w, V)] (21)
Where sg(w,v) denote the output score. The key of this task is how to represent an image and text pair in a single
vector. Except for the connection method above, VILBERT uses the last hidden states of [IMG] and [C'LS] tokens to
represent vision and language respectively, and the fused representation is computed by element-wise product between
them.

8.3.4 Cross-Modal Contrastive Learning

Cross-Modal Contrastive Learning(CMCL) given two random variables w; and v;, often from different domains, CMCL
aims to find useful representations of w; and v; by learning a function that measures the dependence of the two. The
image and text contrastive loss can be formulated as:

i=1
1 exp(zly;/0)
E(G)IQT = —— IOg L
n ZN: Soim exp(f v /9)

where z; and y; represent the normalized image embedding in the i—th pair and normalized text embedding in the j—th
pair, respectively, 6 is a learnable temperature parameter. It is equivalent to learn a score function sg(z;,v;) = =7 y;,
such that parallel image and text pairs have highter similarity scores. It is worth noting that the contrastive loss in
CMCL is not unidirectional, and the text-to-image contrastive loss is formulated symmetrically.

(22)
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8.4 Downstream Tasks

To fully validate the performance of VLP models, a diverse of downstream tasks are available. In this section, we
introduce several common vision-language integration tasks and divide them into five categories: understanding task
and generation task.

8.4.1 Understanding Tasks

Visual Question Answering (VQA) is a common multi-modal evaluation task. It always contains open-ended
questions about images. Giving a visual input, VQA represents the task of correctly providing an answer to the
question. The answer needs the VLP model to have a comprehensive understanding of the image and question. Most
researchers consider VQA as a classification task and require the model to select a correct answer from an answer pool.
Specifically, the VLM models usually map the final cross-modal representation to the distribution of answer labels.
However, VLP models with a dual-encoder architecture are not so effective for VQA tasks because the interaction
between the two modalities may be too shallow to do cross-modal reasoning. There are also some works modeling
VQA as a generation task, which can generalize better to real-world open-ended scenarios. The currently used VQA
datasets include DAQUAR [707], Visual Genome [708], MSCOCO-QA [709], VQA [710], etc. And in 2017, the VQA
v1.0 was updated to VQA v2.0, which expanded the original 614k to 1.1M questions, including real people providing
open and yes-no questions and various candidate answers.

Grounding Question Answering (GQA) is an upgraded version of VQA and aims to advance research on
the visual reasoning of natural scenes. The advantage of this structured representation is that the distribution of
answers can be more uniform, and we can analyze the model’s performance from more dimensions. GQA dataset was
proposed in 2019 [7T1], it consists of 22M questions, including various images from MSCOCO and Flickr. Each image
is associated with a scene graph of the image’s objects, attributes, and relations. While each question is associated
with a structured representation of its semantics, a functional program that specifies the reasoning steps to be taken
to answer it. In addition, GQA’s evaluation is more diverse than VQA’s, including Consistency, Validity, Plausibility,
Distribution, Grounding, and Accuracy. However, multi-modal models usually use a single Accuracy as an evaluation
indicator.

Natural Language for Visual Reasoning (NLVR) similar to VQA, NLVR takes vision and textual as input
and predicts whether the statement is true about the image. But the input of vision is an image pair, and mostly
VLM models regard it as a binary classification task as did in the VQA task. The NLVR dataset initiated by Facebook
ParlAT Research Award [712] contains 107,292 examples of human-written sentences grounded in pairs of photographs.

Visual Commonsense Reasoning (VCR) is regarded as one of the most authoritative rankings in the field of
multi-modal understanding [711]. The difference between VCR and VQA is that VCR’s questions pay more attention
to visual common sense. VCR exists in the The VCR task can be decomposed into two multi-choice sub-tasks: question
answering (Q—A) and answer justification (QA—R). Specifically, for a question, there are several alternative answers.
The model must choose an answer from several answers ((Q—A)) and then select the reason for choosing this answer
from several alternative reasons (QA—R), which requires the VLM model to recognize the attributes and relationships
of the characters in the figure and further infer the intentions of the characters on this basis.

Image-Text Retrieval (IR&TR) is a classic task in the cross-modal field. There are two sub-tasks: image
retrieval and text retrieval, depending on which modality is used as the retrieved target. Early VLP models that
utilize a fusion-encoder architecture obtain a fused vector representation which is later projected to a similarity score,
While Dual-encoder architectures such as CLIP and ALBEF are more efficient for ITR, because they can pre-compute
and store the embedding of images and texts before retrieval. MSCOCO and Flickr30K [713] are two regular data sets
for multi-modal retrieval tasks. The Flickr30k dataset contains 31,000 images collected from Flickr and five reference
sentences provided by human annotators. MSCOCO dataset contains 330,000 images, and five independent human-
generated captions are provided for each image. Specifically, the VLP modal takes image and text features to predict
the matching score, top k retrieval results will be treated as the modal evaluation index.

Referring Expression (RE) is an extension of the referring expression task in NLP. RE task asks the VLP
models to locate the region in the image that corresponds to the given textual description. Most VLP models take
the final representation of the extracted region proposals as input and learn a linear projection (FC layer) to predict
a matching score. This task involves fine-grained cross-modal semantic alignment. Therefore, it is more important to
examine the fineness of the semantic description of the joint representation. RE task mainly contains three referring
expression datasets based on the MSCOCO dataset [714]: RefCOCO, RefCOCO+ and RefCOCOg.

8.4.2 Generation

Based on the source modal and target modal, the generation task can be divided into text-to-image generation (T2I)
and image-to-text generation (IC).
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Text-to-Image Generation (T2I) Generating a corresponding image from a descriptive text is a challenging and
interesting task. Unlike other downstream tasks, the T2I task pays more attention to the quality of image generation,
that is, the painting ability of VLM models. Early, with the emergence of generative adversarial networks (GANs),
researchers studied to generate images with a random number or restrictive conditions such as painting style, face
expression, heir color, etc. But all these representations are discrete variables. The VLP models are a good fusion of text
and visual information, some literature attempts to use text to guide image generation and made some achievements.
X-LXMERT [715] refines the pre-training process by discretizing visual representations and designing strategies that
enable the model to predict visual clusters. ERNIE-VILG [716] formulates the text-to-image generation task as an
autoregressive generative task and achieves new state-of-the-art result on MS-COCO.

Besides, there is also some transformer and GANs (or VAE) fusion work. DALL-E first proposed an ingenious
fusion method of image and text. During the pre-trianing process, images are discretized into vectors through dVAE,
and the text is embedded through BPE architecture. Then the model trains image-text feature pairs with transformers
by autoregressive method. In the inferencing process, the input is a randomly initialized image and a descriptive text.
According to the fusion representation that is produced by the transformer layer, we can input it in the dVAE decoder
and generate the corresponding image. Finally, all generation images are sorted by the CLIP model. Similarly, Cogview
[32] and M6 [20T] use proposes to employ GPT-2 and VAE to Chinese language guide image generator. In addition,
some diverse applications based on CLIP and VQGAN are all the rage on the web.

Image Captioning (IC) Different from the understanding tasks, IC can be regarded as a special type of condi-
tional text generation, where the condition includes not only texts but also images. The VLP modal needs to generate
a natural language description of a given image. Generally, a decoder is needed for the generation process. XGPT
[717] and VL-T5 [718] take image features as input and use a decoder to generate the corresponding captions au-
toregressively. IC task experiments always took on MSCOCO captioning dataset. It should be noted that, unlike the
previous evaluation indicators, BLEU [719], METEOR [720], CIDEr-D [721], SPICE [722] are often used as metrics of
the text-generation quality.

Novel Object Captioning (NoCaps) extends the image-to-text task. NoCaps points out that image captioning
tasks need amounts of paired image-text training data, while unlikely to be obtained in some specific tasks [723]. So,
it aims to evaluate whether the model can accurately describe the newly appeared categories of objects in the test
image without corresponding training data. In NoCaps, the associated training data consists of COCO image-caption
pairs, Open Images image-level labels and object bounding boxes. Since Open Images contains many more classes
than COCO, nearly 400 object classes seen in test images have no or very few associated training captions. In terms
of metrics, to provide a more fine-grained analysis, the evaluation of NoCaps is divided into three subsets: in-domain,
near-domain, and out-of-domain.

8.5 Challengs and Future Directions

Existing contributions in the literature of big multi-modal BMs have laid a solid foundation for future development.
Although it is a promising research field, there are still many problems waiting to be solved and many sub-areas
waiting to be explored.

8.5.1 Image-Text Occupy Large Proportion

Most recently, a large number of researchers have been paying attention to VLP models, while relatively fewer efforts
have been focused on pre-training with other modalities (e.g., speech-text, speech-video ) or even with various modal-
ities instead of just two. Exploiting data from more modalities is also very meaningful, and it may make exciting and
major discoveries, eventually leading AI models more similar to human brains.

In the field of multi-modal BMs itself, big models based on image-text data have drawn more attention than those
concerning video-text data, and the exploitation for the former is much more advanced at present. Researchers [724]
have found that directly applying image-text BMs for video-to-text retrieval task is even sometimes better than models
pre-trained on the extremely large (i.e., 100 million) video-text dataset HowTol00M [725]. One possible reason is that
some video-text benchmarks for text-to-video retrieval evaluations are not actually suited for videos. For example, the
ground-truth captions for each video are mostly describing scenes during a very short period of time or even still scenes
rather than describing what has happened throughout the whole video. That is, the time dimension of videos is not
properly embodied by these captions, and thus, big image-text BMs can perform quite well on video-text benchmarks
where the chronological information of videos is less needed. Therefore, to help develop BMs based on video-text pairs,
it is necessary to construct high-quality video-text benchmarks which can really reflect the characters of video data.
In addition, since videos have an extra time dimension than images with only spatial dimensions, it is also important
to design algorithms to effectively model the time series information while learning cross-modal correlations at the
same time.
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8.5.2 Unified Model Architecture

Although VLP models have achieved great successes, there are still problems that could be further researched. One
major issue is the conflict between single-stream-based and two-stream-based models. Concretely, models based on
the single-stream network architecture typically adopt cross-modal fusion modules (e.g., Transformer encoders [25]),
which take image-text pairs as input and output pair similarity scores. The biggest advantage of single-stream models
is that they can achieve superior performance, especially on tasks requiring deep image understanding abilities (e.g.,
visual question answering and visual commonsense reasoning) because the cross-modal fusion modules allow closer
interactions between image regions/objects and text words. However, the disadvantage of single-stream models is also
obvious. That is, during the inference of cross-modal retrieval tasks, for each query, they have to pair all the candidates
and compute all pair similarities, resulting in an O(N?) time complexity. This is unbearable for real-world applications
as the number of candidates is often huge. On the other hand, two-stream models utilize separate image and text
encoders respectively to extract image and text feature embeddings, and then align the paired embeddings, typically
adopting cross-modal contrastive learning algorithms. In this way, two-stream models enjoy a real-time inference speed
for retrieval tasks, but compromise on performance due to the lack of closer interactions between the two modalities.

There are two main approaches to balance the effectiveness and efficiency: (1) for single-stream models, a two-
stream architecture could be placed before the cross-modal fusion module to alleviate the huge retrieval latency
while keeping the high-performance advantage as much as possible; (2) for two-stream ones, more learning objectives
modeling finer/closer modality correlations could be considered to improve their performance while maintaining the
advantage of super efficiency.

8.5.3 Security

For the whole society, big multi-modal BMs might bring potential risks and challenges. For example, when the pre-
training data become larger, it is likely that big models might be prejudiced and have stereotypes about some topics,
which should be avoided as much as possible before pre-training and also be handled when big models are applied to
downstream tasks. Moreover, when big models have greater abilities, people with bad intentions might misuse them
(e.g., manipulating or generating improper content), which would be harmful to our society. Overall, as researchers,
we should all be aware of these risks and do the best we can to avoid them.

8.5.4 Incorporate more Multi-modal

As the works mentioned above, remarkable progress has been made for learning cross-lingual cross-modal representa-
tions. But there are still some topics that have not been fully studied. As shown in Table [I0] the majority of existing
multilingual multi-modal pre-training focus on understanding tasks such as retrieval and question answering. How to
generate multilingual sentences is less explored. Secondly, although the existing models such as MURAL [726] can
support hundreds of languages, it is still only less than 2% of all human languages. Some works such as UC2 [727]
rely on translation augmentation of the English corpora, which are not infeasible for low resource languages. So how
to support low resource languages with very little training data is an important research topic. Additionally, we find
that the existing works typically train the model from scratch with multilingual multi-modal corpora, which ignore the
knowledge learned from the existing models pre-trained in English. Intuitively, the semantic alignments between En-
glish and other modalities could be transferred to other languages easily. Thus, how to generalize existing multi-modal
pre-training into multilingual is a meaningful research topic.

9 Theory and Interpretability
Authori: Cong Fang”, Yisen Wang”, Mingsheng Long”, Zenan Ling, Zhouchen Lin™, Liwei Wang™, Quanshi Zhang™

Theory and interpretability are of great importance for both the design and the training of big models. In recent
years, the research of big models has obtained great outcomes. However, most achievements are gained in an empir-
ical pattern. The lack of solid theoretical understanding for big models still restricts the further studies. The study
of theory and interpretability can provide evidence for what is needed for big models and how they can be further
improved.

In this section, we review recent theory and interpretability research progress on big models with a discussion on
challenges and later point out some promising research directions.

Cong Fang, Yisen Wang and Mingsheng Long contribute equally.
Zhouchen Lin (zlin@pku.edu.cn), Liwei Wang (wanglw@pku.edu.cn) and Quanshi Zhang (zqs1022@sjtu.edu.cn) are the
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— Section[9.1]discusses the research of big-model-related mathematical theories. According to the nature of big models,
the discussion are mainly divided into three parts, which are neural network theory, transfer learning theory and
self-supervised learning theory.

— Then in Section[9.2] we will review some researches referring to the interpretability of big models, including inputs
illustration, knowledge representation, representation capacity and knowledge integration.

— The Section proposes some future study directions for the theory and interpretability of big models.

9.1 Basic Theory of Big Model

Big models have received great empirical successes in recent years. However, while many useful techniques have been
discovered by practitioners, there has been a lack of solid theoretical understanding for big models and pre-training
until recently. Mathematical theory always plays an important role in the development of engineering. A good theory
can provide reasonable explanations for how things work, findings that are the fundamental advantages/obstacles,
and guidance on how to further improve the performances. While much effort has been made to study big models
theoretically, much-limited understanding is still obtained by our community currently. In the rest of this work, we
review recent theoretical progress on big models with a discussion on challenges and later point out some promising
research directions.

9.1.1 Neural Network Theory

In the current big models, neural networks, are the basic components to form a big model under a sophisticated
architecture design. Clearly, understanding how neural networks work would serve as a pillar for the theoretical
investigation of big models. However, a satisfactory analysis of neural networks has long been vacant even in the
traditionally supervised learning setting for two-layer ones. Despite this fact, there have been remarkable theoretical
developments in the analysis of overparameterized neural networks. In particular, the traditional wisdom was stuck
in the difficultly that neural network was a highly non-convex model, which means first-order algorithms such as
gradient descent (GD) or stochastic gradient descent (SGD) may converge to bad local stationary points, whereas,
recent results demonstrate that the neural network systems behave more like convex systems under various settings.

Specifically, we discuss two interesting views for mathematically analyzing neural networks. For more pieces of
literature, one can see [728]. The first view is the neural tangent kernel view [729,[730L[7311[732L[733}[734][735,T36L737,
738]. Under a specialized scaling and a sufficient number of hidden units, it was shown that the neural network
parameters would be restricted in a tiny region around the initial value. The neural networks with parameters under
this regime can be regarded as a linear model with the random feature. It induces a kernel referred to as a neural
tangent kernel [729]. Since the system becomes linear, it is solvable, and polynomial convergence rates to a globally
optimal solution can be obtained provably. The other research lines applied the mean-field analysis to study the over-
parameterized neural networks [739,[7401[7411[742[743|[744]. The key idea is first to study infinitely wide neural networks
that are represented by probability measures over the neural network parameters and then consider approximation
using finite hidden neurons. Although the system is not convex for parameters in general, it is surprisingly convex
with respect to these probability measures. The (noisy) Gradient Descent algorithm is proved to achieve the globally
optimal solution under suitable conditions.

Despite this significant progress, we should point out that it still remains a long way to well understand the
neural networks even for two-layer ones in theory. For example, the neural tangent kernel view can achieve polynomial
complexity. However, only random features are explored. This is inconsistent with the common belief that neural
networks learn discriminative target features. In comparison, mean-field can describe a whole learning process but lacks
quantitative computational results under general conditions. Therefore we need a more powerful analysis tool even for
two-layer neural networks that shows better feature learning processes with polynomial computational complexities.

9.1.2 Transfer Learning Theory

Transfer learning is motivated by the ability of human beings to learn with minimal or no supervision based on
previously acquired knowledge [541]. In the statistical regime, transfer learning is defined as learning under distribution
shift [745], removing the i.7.d. assumption of standard supervised learning that the training and test data have to be
drawn from the identical probability distribution. Transfer learning has become the oil to energize big models, in that
a big model is built on pretext tasks via pre-training and then transferred to downstream tasks via fine-tuning [21].
The core problem of transfer learning theory is to derive PAC-learning generalization bounds under the distribution
shift. This has been extensively studied in the field of domain adaptation, a transfer learning scenario where the training
and test domains share the same input and output spaces while only the shift is on between training distribution P
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and test distribution Q [746]. The distribution shift can be measured by proper discrepancy metrics disc(P, Q),
with which we can bound the risk of the test domain eg by the risk of the training domain ep. Ben-David et al. [746]
establish the first VC-dimension generalization bound under distribution shift based on the H AH-Divergence for binary
classification problems. Mohri et al. [747] extend the previous theory to Rademacher Complexity generalization bounds
for a general class of loss functions that satisfy the symmetry and subadditivity, which can further explain regression
problems. These vanilla theories have later been extended in many perspectives. The main line of the works studies
different definitions of distribution discrepancy such as Generalized Discrepancy [748], Wasserstein Distance [749],
Rényi Divergence [750], and Integral Probability Metric (IPM) [751], which in turn explain different categories of
adaptation algorithms. Further, Germain et al. [752] propose a PAC-Bayesian theory for domain adaptation with
specialization to linear classifiers.

Despite the remarkable advances in domain adaptation theory that have an influential impact on domain adaptation
algorithms, the grand limitation is that the gap between theory and algorithms is still intolerable. First, generalization
bound for classification with scoring functions has not been formally studied in domain adaptation. As scoring functions
with margin loss provide informative generalization bound in the standard classification, there is a solid motivation
to develop a margin theory for domain adaptation. Second, the hypothesis-induced discrepancies [746L[747] require
taking supremum over hypothesis space HAH, while achieving a lower generalization bound requires minimizing these
discrepancies adversarially. Computing the supremum requires ergodicity over HA?H, and the optimal hypotheses in
this problem might differ significantly from the optimal classifier, which highly increases the difficulty of optimization.
Towards these challenges, Zhang et al. [753| propose a margin theory for domain adaptation, which introduces the
Disparity Discrepancy (DD) for regression problems and the Margin Disparity Discrepancy (MDD) for multinomial
classification problems. The margin theory can be seamlessly transformed into an adversarial learning algorithm,
successfully bridging the gap between theory and algorithm in domain adaptation.

The theory of transferring big models in the out-of-distribution setting is still an area in its infancy. First, the
theoretical understanding of how pre-training improves the transferability of deep models remains unclear. For example,
what kind of knowledge learned in pre-training is transferable to downstream tasks? What kind of pretext tasks endow
higher transferability to a broader range of downstream tasks? Second, the generalization bounds to guarantee the
fine-tuning performance is missing. In general transfer learning scenarios, pre-training and fine-tuning usually involve
tasks of different output spaces, which goes far beyond the PAC-learning framework. We need a completely new
mathematical framework to learn about the learnability across different data distributions and heterogeneous sample
spaces.

9.1.3 Self-supervised Learning Theory

Self-Supervised Learning (SSL) emerges to be a promising paradigm for learning data representations without labeled
data. Recently, it has achieved impressive results and gradually closed the gap between supervised and unsupervised
learning, hopefully leading to a new era that resolves the hunger for labeled data in the deep learning field.

One promising SSL paradigm is contrastive learning. For an anchor sample x, we apply a random augmentation
to it and learn to align the representations of x and its augmented view x* (positive samples) while separating views
generated from different samples = (negative samples). Formally, a popular choice of the contrastive objective is the
InfoNCE loss [754],

. exp(f(x) " f(z))
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where 2 denotes the positive sample, and {z; } denotes K independently drawn (negative) samples. State-of-the-art
contrastive learning has achieved over 80% top-1 accuracy on ImageNet [755], almost on the heel of supervised learning.

There has been a rising trend of very-large-scale BMs, led by the representative OpenAl work, GPT-3 [20], a
universal language model with 175 billion parameters, as well as a few variants like Image-GPT [756], CLIP [30], and
DALL-E [31] for image data. Taking GPT-3 for an example, it is trained on a mixture of massive unlabeled corpus
(constituting nearly 500 billion tokens) in a self-supervised way, more specifically, with a language modeling task
that learns to predict the next word. Big models like GPT-3 have demonstrated impressive capabilities on various
benchmark tasks, including natural language understanding, story writing, dialogue generation, image generation, and
zero-shot image classification.

However, despite its intriguing empirical success, a theoretical understanding of how self-supervised learning works
in practice is still under-explored. It remains in mystery how they could learn class-separated features as required
by downstream tasks through surrogates tasks. In particular, for contrastive learning, we need to consider what
principles need to be followed in the design of positive and negative sample pairs and how to select appropriate data
augmentations without resorting to supervised data. In the absence of an understanding of the relationship between
upstream and downstream tasks, designing these self-supervised alternative tasks is difficult, which can only be carried
out in a trial and error manner, which will greatly hinder the further development of self-supervised learning.

Lintonce(f) = ]Ep(w,w+)E{p(zZ)} >



76

Recently, there have been some theoretical discussions on how self-supervised learning generalizes to downstream
tasks. Among them, Arora et al. [481] and Lee [757] et al. established bounds between self-supervised learning loss
and downstream loss, but their theory assumes the conditional independence of positive samples, which is too strong
and hardly holds in practice. In addition, Tsai et al. [758] and Tosh et al. [759] established an information-theoretical
relationship on the mutual information between self-supervised signals and downstream target variables, while Haochen
et al. [760] developed guarantees for contrastive learning from the perspective of spectral graph theory. Although these
methods avoid the problems of Arora et al. [481], their theories are based on assumptions that are difficult to verify
and even harder to be transformed into guidelines of the designing of practical algorithms. Instead, we aim to start
from practical self-supervised algorithms, analyze the working mechanism, and establish more practical and effective
theoretical analysis and guarantees to provide principled guidance for algorithm design.

9.2 Existing studies of interpretability
9.2.1 Visually Explaining the Knowledge Learned by Big Models or lllustrating Important Inputs.

Visualizing features inside a deep model is the most direct way to explain the model. The purpose of explanation
methods based on visualization is to demonstrate that the model does learn some meaningful features instead of a
chaotic system. To this end, some studies visualized features learned by models by using gradients of features [T61,
762/[763], or inverting feature maps of convolutional layers into images [764]. Some studies estimated and visualized
the attribution/attention/saliency map of inputs to explore important input variables for the model prediction [765],
(66,767,768 [7T69L770L77T]. Besides, it is crucial to conduct a fair comparison among these visualizations. However, due
to the lack of ground truth of DNN’s decision-making process, there are still no convincing metrics to evaluate the
objectiveness of these visualizations [772]. Only some work investigated and compared the theoretical properties of
these (attribution) visualizations [TT3L[765L[774].

Although the visualization method can help users discover some significant mistakes in the model, it is still far
from diagnosing subtle mistakes in the model and improving the representation capacity of models in some complex
tasks.

Essentially, the interpretability of big models is not limited to visualization. The main task of explaining big models
is to diagnose the potential mistakes in the representation of big models and further correct such mistakes. To this end,
the promising direction is to analyze the representation capacity of models from the perspective of either knowledge
representations or theoretical analyses.

9.2.2 Explaining the Representation Capacity of Models from the Perspective of Knowledge Representation.

The training data, the training method, and the architecture of models do not directly determine the performance of
models. Instead, such factors determine the quantity and quality of knowledge points learned by the model, thereby
affecting the performance. Therefore, we need to quantify and evaluate knowledge points learned by the model.
Previous studies have proposed several methods to quantify the knowledge points encoded in intermediate layers of
the model [T75L[776]. In terms of evaluating the quality of knowledge points, some studies explored the complexity [777],
generalization ability [778], and robustness [779] of different types of knowledge points. Besides, previous studies also
evaluated the consistency/similarity of knowledge points between different models [T80L[78T]. These studies enabled us
to evaluate whether the big model is reliable, which may guide the learning of big models.

9.2.3 Explaining the Representation Capacity of Models in Theory.

Many studies have been proposed to theoretically explain the representation capacity of deep models, especially
the generalization ability and robustness of models. Some studies explained the adversarial robustness of models
by exploring why adversarial examples exist [782l[783\[784]. Previous studies [785L[786L[787L[788| proved lower/upper
bounds on the adversarial robustness of models. The robustness of models has also been studied and explained from
the perspective of game theory [T89[779]. In terms of generalization ability, previous studies evaluated and explained
the generalization ability of models from different perspectives [790l[7911[792[793], including using the stiffness [794],
the Fourier analysis [795], the sensitivity metrics [796], and the interaction metrics [778]. Unfortunately, there is still
a long way to use the above theoretical explanations to guide the learning of big models to improve the generalization
ability and robustness of models.

Vision Transformers (ViTs) (which combine convolutional and attention layers) have exhibited better classification
performance than traditional CNNs [6241[797[798]. Many studies explored the reason for ViTs’ advantages from the
perspective of representations [f99[800]. Empirical studies [800] demonstrated that ViTs spatially smoothed feature
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representations, i.e. averaging feature map values with positive self-attention importances, thereby reducing high-
frequency componentﬂ of feature representations. In contrast, CNNs increased high-frequency components. Besides,
ViTs reduced the variance of feature representations; conversely, CNNs increased it.

9.2.4 How to Integrate Knowledge Graphs into Big Models.

The knowledge graph provides rich structured knowledge facts, which benefits big models for knowledge-driven NLP
tasks [I61], e.g. entity typing and relation classification. Therefore, how to integrate knowledge graphs into big models
to improve the language understanding of text corpus has received increased attention in recent years. Many studies
[I6TLTTIT169] separately learned knowledge embeddings and language embeddings, and combined these two types
of embeddings during the model training. Such a combination was direct, but knowledge embeddings and language
embeddings were difficult to align well in high-dimensional space. To this end, some studies [I84[I62] proposed to
predict knowledge embeddings and language embeddings into a shared semantic latent space by jointly optimizing
objectives of the knowledge graph and the language model. Such a joint learning benefited both the learning of
knowledge graph and the learning of the language model. In addition, to avoid high-dimensional embedding alignment
problem, some studies [I8T[I82] constructed an additional memory to save knowledge facts, and fetched a specific
knowledge fact to provide a correct language understanding when the network was processing the corresponding
token. Such an entity memory was convenient, and it was easy to add new knowledge facts. There was also research
directly inputting knowledge facts and tokens into the model, so as to learn knowledge embeddings and language
embeddings simultaneously [183].

9.3 Future Directions
9.3.1 More Informative Metrics for the Representation Power of Big Models to Guide the Training Process.

Big models are usually referred to as two terms, i.e. a large number of training samples and a large number of model
parameters. Although people usually use the loss function to supervise the training of the model, only the scalar loss
score is still far from an ideal metric to reflect the representation capacity of the big model. For example, given a
big model for the classification of multiple classes, the loss function cannot precisely reflect whether the learning of a
specific class has converged, and whether the representation of a class can be further optimized. Therefore, we need
a more informative metric to represent the representation capacity of big models to guide the training process of the
big model.

In order to have a good knowledge of the representation capacity of a big model, we need more metrics to evaluate
the model from the following three perspectives. (1) First, metrics are needed to diagnose the representation capacity
of the model on different inputs. As aforementioned, for a model trained for the classification task, a good metric is
supposed to show us the representation ability of the model on each specific class. More specifically, for each input
sample, a good metric is expected to tell us whether this sample is important for the training, whether the information
of this sample is reliable, whether this sample may be incorrectly labeled, and so on. (2) Second, from the perspective
of model parameters, we need an informative metric to evaluate parameters in different layers and different kernels. For
example, parameters of some layers in a big model may be robust while parameters of other layers are not. The training
of some kernels may have converged while other kernels still need further optimization. Such detailed knowledge of the
big model will better guide the training of the model. (3) Third, the metric on the level of knowledge points in feature
representation of big models is also important. The quantity, quality, generalization ability, convergence situation, and
other information about knowledge points learned by the model will help us better understand the representation
capacity of the model. In a word, we need informative metrics to understand the big model from various perspectives
and guide the model’s training.

0.3.2 The Law of Scale

In addition to information metrics, we want to explore the basic theoretical issues of large-scale intelligent computation
and study the relationship between model scale, representation, and performance. The goal is to characterize the
theoretical limits on the scale and performance of large models and provide theoretical guidance for model design and
interpretability research. The main research contents include:

The law of representation scale. The study completely presents the limit theory of model scale required for
the given data, that is, establishes the law of the binary quantitative relationship between the model scale and the

! Here, high-frequency components correspond to the shape of images. In contrast, low-frequency components correspond to
the texture of images.
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amount of data in the sense of expressing ability. Specifically, given data, there exists a neural network model scale
limit. When the scale limit is reached, the data information can be fully represented, and the model scale will not be
increased. The quantitative relationship between the model scale limit and the amount of data that the model fully
expresses is the law of expressing scale.

The law of performance scale. This will study the law of the three-dimensional quantitative relationship
between task performance, model scale and data scale. Specifically, the target task performance depends on both
the model and the data scales. Based on the qualitative relations, we study the laws of quantitative relations. As a
starting point, we first study the simple binary between the fixed model scale (or data scale) and the dependence of
performance on another scale factor. We will focus on the study of the ternary law, that is, the law of performance
changes when the model scale and the data scale increase simultaneously. The core content is to determine the best
relationship between model scale and data scale growth so that performance can increase at the highest rate.

9.3.3 Error Localization and Debugging of Big Models.

The current deep learning paradigm mainly uses well-trained big models as the infrastructure and further conducts a
large-scale fine-tuning on the big model for various tasks. However, such a fine-tuning paradigm without an in-depth
understanding of models is usually not a convincing and promising way to debug internal errors in big models. Instead,
it is highly desirable to develop an indicator to localize such errors to accurately conduct targeted debugging of models.

Specifically, how to diagnose and debug a big model in a precise way is also a challenge. First, the diagnosis and
debugging are supposed to rely on the communicative learning between concepts encoded in the model and semantic
concepts of human cognition. In comparison, the traditional strategy of fine-tuning on massive data is depressing.
This is because what really matters in massive data is the density of samples that contain not-well-trained concepts,
rather than the total number of training samples. Second, it is necessary to locate errors of the model accurately. For
example, we need to find out the specific convolution kernel that causes the errors. Third, we should repair the big
model stably. It is not sustainable that when one knowledge point of the model is repaired, other related knowledge
points are damaged as side effects.

9.3.4 The representation capacity of Big Models.

There is a fundamental question in terms of the representation capacity of big models, i.e., which types of knowledge
points are difficult for big models to represent [42/[80T[802]. It has been generally believed that big models mainly
model the correlation between input and output based on regression, but do not perform well in causal reasoning [803].
However, even in the scope of regression can all types of knowledge points be equally well encoded in big models?
Some previous studies [802] have discovered a representation bottleneck of DNNs, which pointed out that a DNN was
more likely to encode both too simple and too complex knowledge points but usually failed to learn knowledge points
of intermediate complexity.

Moreover, it is necessary to explore the knowledge representation further from the following two aspects. First,
it is necessary to prove which types of knowledge points are inherently easy to represent in a particular big model
architecture. Such research is supposed to explain any arbitrary architectures rather than explaining well-known facts
that recurrent neural networks are experts in learning temporal correlations, and the convolutional neural network
is suitable for learning spatial correlations in images. Second, it is also indispensable to investigate which types of
knowledge points are required by a specific task. We need to integrate both aspects to evaluate the representation
capacity of a big model on a task and to guide the architectural design of the big model.

9.3.5 Guidance to the design of Big Models.

In recent years, researchers have paid increasing attention to the architectural design of a big model. Neural architecture
search (NAS) is a popular approach automatically searching the model architecture for a specific task by optimizing
model performance [8041805.806]. However, beyond such an empirical architecture design, the essential problem is
theoretical guidance to the architectural design. I.e., how to establish the theoretical connection between the model’s
architecture and the model’s knowledge representation and its performance.

Fundamentally, the performance of a model on a task is a result of both characteristics of the model and demands of
the task. Therefore, two key issues of precisely guiding the architectural design of a big model are how to theoretically
quantify the representation capacities of various model architectures and how to theoretically quantify the demands
of various tasks (e.g., computer vision, natural language processing).
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9.3.6 Generalization, Robustness, and Knowledge Representation of Big Models.

Generalization Theories Data generalization. Traditional generalization theory often only involves generalization
theory under independent and identically distributed (i.i.d.) supervised data. But in real scenarios, we usually face the
difference between training and testing data, such as semi-supervised data, weakly supervised data, unsupervised data
and other different types of training data. We should theoretically establish theoretical bounds between pre-training
and downstream learning risks and characterize necessary data properties to obtain good generalization.

Task generalization. This will study the theoretical conditions and properties of the transferability and gen-
eralization of big models. We should characterize the sufficient and necessary conditions for learning in the sense of
task generalization, especially the quantitative relationship between BMs, learning tasks, and large-scale data and
parameters.

Scenario generalization. Since there exists a difference between the training scene and the test scene, especially
for application scenes with distribution shifts, we should characterize the ability of out-of-distribution generalization
and establish theoretical bounds for scene generalization. That is, develop new algorithms for learning invariant features
with theoretical guarantees.

Explainable Al The generalization and robustness(see Section for more details of robustness) of DNNs are the
core issues of building safe and reliable AI. Most previous studies explored how to improve generalization ability and
robustness, while the goal of explainable Al is to reveal the underlying reason behind generalization and robustness,
and to clarify the theoretical connections between generalization, robustness, and knowledge representation of a DNN.

Explainable Al pursues an interpretable roadmap of the model performance, rather than merely an empirical black-
box DNN. Specifically, explainable AI aims to locate and uncover the factors (e.g., network architecture, training
samples) that lead to the flaws in the generalization and robustness of DNNs, i.e., clarifying which factors cause
such flaws. Impacts of these factors may be complex and comprehensive. Therefore, we need to further disentangle
the compositional impacts from various factors, i.e., measuring the exact utility of factors, such as architectures and
training samples. Explainable Al is supposed to give precisely quantified explanations as follows: 30% of the adversarial
susceptibility of a test sample is due to the network architecture, and 70% is due to a certain set of training samples.

10 Commonsense Reasoning
Authord: Jing Zhang®, Haoyang Li

In recent years, the artificial intelligence technology represented by deep learning has basically realized the per-
ceptual intelligence such as vision and hearing, but it is still challenge to achieve the cognitive intelligence such as
thinking and reasoning. In the process of solving problems, human can understand the whole process with reasoning
paths and nodes, but current deep learning algorithms regard solving most of these problems as a black box. To
better simulate the human problem-solving, machine reasoning is an important research direction. In this part, We use
commonsense reasoning as an example to introduce the basic reasoning conceptions, involving the definition, methods
and benchmarks of commonsense reasoning. At the end of this section, some future directions are proposed.

10.1 What is Commonsense Reasoning?

Commonsense is the basic level of practical knowledge [807]. Unlike the encyclopedic knowledge that usually can be
explicitly expressed by (head entity, relation, tail entity) triplets, commonsense is an experienced judgment concerning
everyday matters and situations or a basic ability to perceive, understand and judge in a mannel}’, which is often
implicit, thus it could not be unitedly expressed by the above factual triplets. Meanwhile, the encyclopedic knowledge
usually involves specific domain knowledge that can only be understood by domain experts, while commonsense is basic
and shared by nearly all people, which is the cornerstone of any academic question or interpersonal communication.

Commonsense reasoning is any reasoning task such as generation [808], question answering [809,810,390], dia-
logue [811], and classification [SI21[8T3|/814] that requires commonsense knowledge. For example, to answer the question
“The professor has a class all morning. After lunch, what will he do?”, the machine needs to know the commonsense
that people usually have a rest after lunch. Table illustrates some other examples of question-answer pairs that
require various commonsense knowledge.

Jing Zhang (zhang-jing@ruc.edu.cn) is the corresponding author of Section
2 https://en.wikipedia.org/wiki/Common_sense
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Table 11. Some question answering examples that require commonsense knowledge.

Question Answer

Bats have many quirks, with the exception of ? Laying eggs

Does rain make the road dry/slippery? No/yes

If someone is good at some skills, what can he do? Teaching his skills to others
A person has worked for a long time, what should he do next? Taking a rest

Does a chicken have horns? No

10.2 Can Big Models Know Commonsense?

Some works have tried to explore what has big models learned by probing the commonsense knowledge from the big
models. Early work [91] surprisingly finds that BERT-base and BERT-large have a strong ability to recall factual
knowledge without any fine-tuning, which proves big models have the potential as unsupervised open-domain QA
systems. Weir et al. [815] evaluate whether big models trained on large text corpora can capture stereotypic tacit
assumptions (STAs) [816], i.e., propositions commonly attributed to “classes of entities”. They observe that big models
are effective at retrieving concepts given associated properties. For example, when given “flies” and “has rotating blades”
as the input, the big models can infer the description is of a helicopter. Recently, Self-talk [817] tries to probe the
knowledge from big models via adding some prompts. Specifically, it defines a number of information-seeking questions
such as “what is the definition of ...” as the prompts, uses them to inquire the big models, and then concatenates the
answers with the original input as the new input of the big models to probe the answers. They show that this “self-
talk” method substantially improves the performance of zero-shot big model baselines on four out of six commonsense
benchmarks, and competes with models that obtain knowledge from external knowledge bases.

However, Davison et al. [454] show that, for a commonsense knowledge base completion task, the performance of
zero-shot big models is still worse than models explicitly trained on a corresponding training set. Zellers et al. [S8I8]
presents a new challenge dataset called HellaSwag for commonsense natural language inference. They show that
commonsense inference on HellaSwag is trivial for humans (> 95% accuracy) but still difficult for big models (< 48%).
Bisk et al. [819] explore the ability of big models on a physical commonsense question answering data set and show
the same result that humans can easily answer the questions (95% accuracy), but big models still struggle (best
performance is 77%). Some works investigate the specific capacity of big models. For example, Kassner et al. [820]
propose two new probing tasks analyzing factual knowledge stored in big models. The first task is to change the cloze
questions to negative (e.g., converting “Birds can [MASK]” to “Birds cannot [MASK]”) and the second task is to add
“misprimes” to cloze questions (e.g., converting “Birds can [MASK]” to “Talk? Birds can [MASK]"). They find that
big models cannot distinguish between negated and non-negated questions well, and big models also can be easily
distracted by misprimes cases. Forbes et al. [450] introduce two new datasets about physical commonsense reasoning,
and they find that big models are hard to capture compatibility between affordances and properties. For example,
“wear” is an affordance, while “sticky” and “comfortable” are two properties. Humans can easily infer that “wear” is
compatible with the property “comfortable” but is incompatible with the property “sticky”. However, it’s difficult for
big models to capture their compatibility. They posit that the inference between affordances and properties requires
multi-hop reasoning that is not present in the pre-training stage. Talmor et al. [82I] propose eight reasoning tasks,
which conceptually require operations such as comparison, conjunction, and composition. They find that big models
don’t reason in an abstract manner but rely on context, e.g., while ROBERTA can compare ages, it can do so only
when the ages are in the typical range of human ages (15-105).

In summary, although big models can obtain certain performance on some commonsense probing tasks, the zero-
shot probing performance is still worse than explicitly trained models, and is much worse than Human beings. Among
all kinds of commonsense reasoning abilities, some ability such as negation, matching the affordance with the properties
and comparison without context is extremely worse.

10.3 How to Enable Commonsense Reasoning?

Before the era of big models, people enabled commonsense reasoning by retrieving the evidence for reasoning based
on some heuristic rules [822][823|[8241[825]. For example, some works find the documents containing the topic entities
in the task input. However, since the commonsense is rarely explicitly expressed in existing documents, researchers
turn to investigate the manually created commonsense resources instead of the raw documents.

With the advances of big models, Some researchers try to directly encode the commonsense knowledge into the
parameters of language models (LMs) via pre-training LMs on both the raw documents and the human-created
commonsense resources, which enables LMs to better deal with the commonsense-related downstream tasks [1671/826],
827]. These methods abandon the commonsense resources after pre-training. However, purely relying on the underlying
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commonsense knowledge encoded in big models to enable the downstream reasoning is difficult, because it is still
unknown how to effectively probe the required knowledge from big models [817,[820,818|819].

Instead of only providing the task input to the big models, the mainstream idea is to retrieve task-relevant context
from the external commonsense resources and encode the task input as well as the context by big models. The context
consisting of the commonsense knowledge and the relations between them is usually organized by a subgraph. The
task input is usually natural language text, such as the question in a QA task. These two modalities, i.e., the subgraph
and the text should be interacted to enable reasoning. Some works treat both the subgraph and the text as the input
of big models and rely largely on the reasoning ability of big models [809,390L[8T0,R08]. On the contrary, some other
works rely heavily on the reasoning ability of the graph neural networks (GNNs) to encode the subgraph, while the
text is injected into the nodes or links of the subgraph [828[829]. Recently, some researchers explore using two-tower
models consisting of both the big models and the GNNs to encode the text and the subgraph respectively, and then
integrate their representations. Compared with the shallow interaction between the two models [8TT,8T48T28T0], QA-
GNN [830] and GREASELM [831] reinforce the interactions between the two models. Specifically, QA-GNN treats
the output representation of the big models as a special node in GNNs, while GREASELM outputs a special token’s
representation by big models and a special node’s representation by GNNs, and adds an additional interaction layer
after each GNN convolution layer to combine both the special representations.

10.4 Resources and Benchmarks

Some sociologists have found that humans reason about the world with mental models [832], which consist of personal
experiences [833] and world knowledge and commonsense [834]. It’s hard for big models to learn personal experiences
in the real world, but relatively easy to obtain world knowledge and commonsense from additional resources. There
are 5 commonsense resources in the form of knowledge bases (KBs):

— ConceptNet5.5 [I73]: ConceptNet5.5 is one of the most widely used commonsense KBs focusing on taxonomic and
lexical knowledge (e.g., RelatedTo, Synonym, IsA) and physical commonsense knowledge (e.g., MadeOf, PartOf).
ConceptNet5.5 contains 34 relations and 3.4M tuples, and it is collected by crowdsourcing and merged with existing
knowledge databases from DBPedia, WordNet, Wiktionary, and OpenCyc.

— ATOMIC [I74]: ATOMIC, containing 9 relations and 880K tuples, is collected completely through crowdsourcing.
However, ATOMIC only contains social commonsense knowledge.

— ATOMIC2020 [835]: ATOMIC2020 extends ATOMIC to 23 relations and 1.33M tuples covering social, physical, and
temporal aspects of everyday inferential knowledge. ATOMIC2020 is constructed by crowdsourcing and integrates
some tuples from ATOMIC and ConceptNet5.5.

— WebChild [836]: WebChild presents a method for automatically constructing a large commonsense KB consisting
of 19 relations and more than 4M tuples.

— WebChild2.0 [837]: WebChild2.0 is presented to automatically construct a large commonsense KB using a series
of algorithms to distill fine-grained disambiguated commonsense knowledge from a massive amount of text. We-
bChild2.0 is one of the largest commonsense KBs available, which covers over 2M disambiguated concepts and
activities, connected by over 18M assertions.

In addition to the above commonsense resources, researchers have created many commonsense benchmarks to
evaluate the ability of commonsense reasoning. Different benchmarks require models to complete different tasks and
understand different types of commonsense knowledge. We summarize the widely used commonsense reasoning bench-
marks and show them in Table

10.5 Challenges and Future Directions

It is still far from optimal for big models to perform commonsense reasoning. The first possible reason is that big mod-
els haven’t encoded sufficient commonsense knowledge. Some works [853|[1841[854,[T61] explore knowledge-enhanced
big models, where encoding commonsense KBs into the parameters of big models has also been particularly investi-
gated [I70,855[856]. In addition to the explicitly summarized commonsense knowledge in the existing commonsense
resources, visual information may also help machines to perform commonsense reasoning, since humans can easily
summarize commonsense from images or videos. For example, given a question “How many eyes does the sun have?”,
we can easily answer “The sun has no eyes.” because the sun doesn’t have eyes in common pictures. However, there is
no explicit knowledge about this question in the existing commonsense resources. Incorporating the additional visual
information might be a potential solution for improving the knowledge-enhanced big models. The other possible reason
is a suitable approach to probe the required commonsense from the big models is missing. Recently, prompt-based
learning [315] is a new paradigm in natural language processing that allows us to perform few-shot or even zero-shot
learning on the basis of big models without fine-tuning. Some hard/soft prompt-based methods [20,9113T8B19] are



82

Table 12. Benchmarks for commonsense reasoning.

Benchmarks Types Tasks

PIQA [819] Physical commonsense Question answering

HellaSwag [818] Physical commonsense Commonsense inference
SWAG [838] Physical commonsense Commonsense inference

JOCI [839] Physical commonsense Ordinal commonsense inference
ART [840] Physical and social commonsense Commonsense inference
CSQA [841] Physical and social commonsense Question answering

Social IQA [842] Social commonsense Question answering

ROC Stories [843] Social commonsense Story cloze

Psychology [844] Social commonsense Classification and generation
WSC [845] Social commonsense Question answering

COPA [846] Social commonsense Question answering

VCR [847] Social commonsense Visual commonsense reasoning
WINOGRANDE [848] Social commonsense Question answering

MCTaco [849] Temporal commonsense Question answering

ReCoRD [850] All types mentioned above Reading comprehension
Cosmos QA [851] All types mentioned above Reading comprehension
MultiRC [852] All types mentioned above Reading comprehension

proposed to elicit knowledge from big models to perform various tasks, and some of them even outperform the prior
state-of-the-art (SOTA) fine-tuning approaches. Thus the prompt-based methods might be effective ways to probe the
commonsense from big models.

Beyond enhancing the big models, we can also improve the retrieval-based commonsense reasoning models such as
QA-GNN [830] and GREASELM [831]. These methods heuristically retrieve a subgraph from the external commonsense
resources that can include the entities mentioned in the question and the answer choice. The subgraph is either too
large to include many noises or cannot cover adequate evidence. Thus, extracting a high-quality subgraph is crucial for
improving the following reasoning performance, which is worth studying in the future. In addition, the above-mentioned
visual information is also a good supplement for the commonsense knowledge that is not explicitly described in the text
and KBs [857[837]. To effectively leverage the visual information, how to retrieve the relevant images and incorporate
them into the commonsense reasoning model should be mainly investigated.

11 Reliability and Security

Authori: Yinpeng Dong”, Tianyu Pang”, Hang Su™=, Jun Zhu™

The increased adoption of recent emerging Big Models presents an opportunity to solve many social and scientific
challenges, which brings an increasing commoditization of face recognition, machine translation as well as the informa-
tion retrieval. The Al technology is moving from research labs to our daily life at an unprecedented level. Nevertheless,
the progress could be hindered if we do not consider to secure the Al-enabled technologies. It gradually reach a con-
sensus that the Al systems exposes new vulnerabilities, but the community still lacks comprehensive understanding
about the nature of these model vulnerabilities. In this part, we systematize the recent achievements in terms of the
security and privacy of big models.

— In Section we introduce different kinds of reliability and security problems and divide the vulnerability of
models into different stages.

— In Section and we explain adversarial vulnerability and data poisoning respectively and summarize their
corresponding defensive measures.

— In Section [[T.4] we discuss several directions of big models’ reliability and security that can be further developed.
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11.1 Background

Most of the deep models including the recent big models have demonstrated to be vulnerable to the sophisticated
attack techniques with which an adversary can violate the confidentiality, integrity or availability of an AT model [858]
as is illustrated in Fig. 24] In particular,

— Confidentiality. An attack on confidentiality is to gather the internal information of the dataset or the AI models,
which can be used to conduct more advanced attacks consequentially.

— Integrity. An attack on integrity is to modify the logic or to control the output of an AI model by interacting
with the AI system. The complexity of attacks is increasing with confidence reduction, misclassification, targeted
misclassification and source-target misclassification [859].

— Availability. An adversary aims to disable the system’s functionality with the purpose of attacking the availability
of an AT solution, which can be achieved by by poisoning the data, corrupting the models or tampering with the
output.

In summary, the security threats becomes an urgent issue in the development and application for artificial intelli-
gence, which is highly related to the data and structural elements of an Al system. According to the different phases
in the AI systems, we elaborate on the corresponding vulnerabilities and their corresponding countermeasures as

Data Training Inference
Collection Phase Phase

Confidentiality Differential Privacy R(_eversg
Engineering
. . Backdoor
Integrity Noisy Data e
- Poisoning Adversarial
Availability Attacks Attacks

Fig. 24. The general framework of security issues in different phrases of an Al system.

— Data Collection Phase— As a driving force behind the rapid development of artificial intelligence, most of the
existing data collection technologies cannot meet the requirement of security including confidentiality, integrity,
authentication as well as privacy protection [860].

— Training phase attacks— An adversary seeks to learn, influence or degenerate the performance. The most
straightforward attack is to inject malicious data into the training data, which can change the original data
distribution by poisoning the data or label, thereby misleading the model to make incorrect predictions. Besides,
an adversary can also conduct a logic corruption by manipulating the learning procedure if it can access the
internals of an algorithm.

— Inference phase attacks— An adversary can also conduct the exploratory attacks in the testing phase, which can
be categorized into black-box and white-box attacks. In a white-box scenario, the adversary has a full knowledge
of the architecture, parameters, as well as the intermediate computation in the models. On the other hand, the
adversary has no access to the model parameters or architecture of the model, but it allows the adversary to query
the model to infer the necessary information.

It has witnessed significant progress in the security issue in deep learning, but this problem becomes much more
serious in the era of Big Model to some extent. Compared to the previous deep learning models, big models need
to use several orders of magnitude more data, and the number of model parameters is much larger, yielding a much
more complex structure. These facts makes the detection of vulnerabilities more complicated. It has motivates the
concerns for adversarial machine learning with the purpose to develop more robust deep learning techniques that can
be resilient to various types of adversarial attacks. In this section, we provide a holistic review of the security of big
models that demonstrate different hacking techniques against various Al applications. We highlight the important
work in understanding the adversarial goals as well as the attack and defense techniques to assess the AI security.
Finally, we provide the main challenges and future research directions in Al security and privacy.
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11.2 Adversarial Vulnerability

Although machine learning (ML) has obtained unprecedented progress in various tasks, a standardly well-performed
ML model can be vulnerable in the adversarial setting [861L782[785], where adversarial examples are maliciously
generated to mislead the model to return wrong outputs. Unlike common corruptions, adversarial perturbations are
constrained to be imperceptible to human eyes (e.g., in vision tasks) or human readers (e.g., in NLP tasks). This
imperceptibility is the main characteristic that makes adversarial vulnerability counter-intuitive and intriguing. As
ML is becoming ever more prevalent, having adversarially robust models may not be a sufficient but is a necessary
condition towards generally reliable systems, especially in safety-critical applications [862].

11.2.1 Threat models

Before talking about robustness, we first need to clarify the threat model. Namely, an unrestricted attacker (e.g.,
allowed to arbitrarily modify image pixels) can trivially fool a ML model, which is not what we want to defend against.
Following the definitions in [863], a threat model specifies the conditions under which a defense is designed to be secure
and the precise security guarantees provided. A threat model includes a set of assumptions about the adversary’s goals
(e.g., targeted or untargeted), knowledge (e.g., white-box or black-box), and capabilities (e.g., maximal perturbation
€ = 8/255 under ¢-norm). For detailed definitions and guidelines in the adversarial literature, we refer the interested
readers to [863].

11.2.2 Attacks

There are many adversarial attacks proposed under different threat models.

White-box attacks. Most white-box attacks craft adversarial examples based on the input gradient. The fast
gradient sign method (FGSM) [782] linearizes the loss function in the input space and generates an adversarial
example by an one-step update. The basic iterative method (BIM) [864] extends FGSM by iteratively taking multiple
small gradient steps. Similar to BIM, the projected gradient descent method (PGD) [865] acts as a universal first-
order adversary with random starts. DeepFool [866] has been proposed to generate an adversarial example with the
minimum perturbation. The Carlini & Wagner’s method (C&W) [867] takes a Lagrangian form and adopts Adam [868]
for optimization. However, some defenses can be robust against these gradient-based attacks by causing obfuscated
gradients [869]. To circumvent them, the adversary can use BPDA [869] to provide an approximate gradient when the
true gradient is unavailable or useless, or EOT [870] when the gradient is random.

Transfer-based black-box attacks. Transfer-based attacks craft adversarial examples against a substitute
model, which are probable to fool black-box models based on the transferability. Several methods have been pro-
posed to improve the transferability [871]. The momentum iterative method (MIM) [872] integrates a momentum term
into BIM to stabilize the update direction during the attack iterations. The diverse inputs method (DIM) [873] applies
the gradient of the randomly resized and padded input for adversarial example generation. The translation-invariant
method (TI) [874] further improves the transferability for defense models.

Score-based black-box attacks. Under this setting, although the white-box access to the model gradient is
unavailable, it can be estimated by the gradient-free methods through queries. ZOO [875] estimates the gradient at
each coordinate by finite differences and adopts C&W for attacks based on the estimated gradient. NES [876] and
SPSA [877| can give the full gradient estimation based on drawing random samples and acquiring the corresponding
loss values. Prior-guided random gradient free method (P-RGF) [878] estimates the gradient more accurately with
a transfer-based prior. NATTACK [879] does not estimate the gradient but learns a Gaussian distribution centered
around the input such that a sample drawn from it is likely adversarial.

Decision-based black-box attacks. This setting is more challenging since the model only provides discrete
hard-label predictions. The Boundary attack [880] is the first method in this setting based on random walk on the
decision boundary. An optimization-based method [881] formulates this problem as a continuous optimization problem
and estimates the gradient to solve it. The evolutionary attack method [882] is further proposed to improve the query
efficiency based on the evolution strategy.

11.2.3 Defenses

To alleviate the adversarial vulnerability of deep learning models, many defense strategies have been proposed.
Adversarial training. The idea of adversarial training (AT) stems from the seminal work of [782], while other AT
frameworks like PGD-AT [865] and TRADES [883] occupied the winner solutions in the adversarial competitions [884]
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8851/8861[887]. Based on these primary AT frameworks, many improvements have been proposed via encoding the mech-
anisms inspired from other domains, including ensemble learning [888.[889], metric learning [890,891892,[893], gener-
ative modeling [8941[895[8961[897], weight perturbing [898], semi-supervised learning [§99,[900,90T], and self-supervised
learning [902/903L9041905]. On the other hand, due to the high computational cost of AT, many efforts are devoted
to accelerating the training procedure via reusing the computations [906,907], adaptive adversarial steps [908[909] or
one-step training [9I0,OTIL9T2]. The following works try to solve the side effects (e.g., catastrophic overfitting) caused
by these fast AT methods [9I3L0T4.9T5]. Recently, several works highlight the importance of training tricks [916]
917] and extra generated data [918] for AT methods, which further push forward the state-of-the-art performance of
adversarially trained models.

Certified defenses. Other more theoretically guaranteed defense routines include training provably robust net-
works [919,/9201[786,921,922]. These methods are mostly based on convex relaxation for fast model verification, and
differentiable end-to-end training. Recently, a popular routine towards certified defenses is using randomized smooth-
ing [9231[9241[9251[926,927], which is scalable to large-scale datasets like ImageNet. While these methods are promising,
they currently requires expensive computation or do not match the state-of-the-art robustness under empirical evalu-
ations.

Inference-phase defenses. Many previous methods try to solve this problem in the inference phase, by introduc-
ing transformations on the input images. These attempts include performing local linear transformation like adding
Gaussian noise [928] or global linear transformation like mixup [929], where the processed inputs are kept nearby
the learned feature manifolds, such that the classifiers can maintain high performance on the clean inputs. Another
category of these attempts is to apply various non-linear transformations, e.g., different operations of image process-
ing [930,09311[932] or denoiser [933]. They are usually off-the-shelf for different classifiers, and generally aim to disturb
the adversarial perturbations.

Adversarial detection. Instead of correctly classifying adversarial inputs, another complementary research rou-
tine aims to detect / reject them [9341[935936,0937,038039]. Previous detection methods mainly fall into two camps,
i.e., statistic-based and model-based. Statistic-based methods stem from the features learned by standardly trained
models. These statistics include density ratio [940], kernel density [941L[942], prediction variation [943], mutual in-
formation [944], Fisher information [945], local intrinsic dimension [946], and feature attributions [947]. As for the
model-based methods, the auxiliary detector could be a sub-network [948][949], a Gaussian mixture model [950], or an
additional generative model [951].

11.2.4 Benchmarks

Due to the large number of proposed defenses, several benchmarks have been developed to rank the adversarial
robustness of existing methods. [952] perform large-scale experiments to generate robustness curves, which are used
for evaluating typical defenses. [953] propose AutoAttack, which is an ensemble of four selected attacks. They apply
AutoAttack on tens of previous defenses and provide a comprehensive leader board. [954] propose MAMA based
on training meta optimizers, which is computationally more efficient than AutoAttack with comparable attacking
effectiveness. [955] propose the black-box RayS attack, and establish a similar leader board for defenses. Except for
the adversarial robustness, there are other efforts that introduce augmented datasets for accessing the robustness
against general corruptions or perturbations. [956] introduce MNIST-C with a suite of 15 corruptions applied to the
MNIST test set, while [957] introduce ImageNet-C and ImageNet-P with common corruptions and perturbations on
natural images. Evaluating robustness on these datasets can reflect the generality of the proposed defenses, and avoid
overfitting to certain attacking patterns [958959].

11.2.5 Situations in Big Models

Most of the existing works on defense focus on smaller datasets like CIFAR-10, since even after exploiting extra data like
80M Tinylmages (or 100M DDPM generated data) and large CNN architecture like WRN-70-16, the state-of-the-art
robust accuracy on CIFAR-10 under (£, 8/255) threat model is still less than 67%, as reported in RobustBench [960].

In NLP tasks, [460] propose TextFooler as a black-box attack against BERT, while [961] demonstrate that BERT
is not robust to misspelling and thus can generate natural adversarial examples. Following works craft adversarial
examples based on BERT itself [463,462] or using generative models [962]. To this end, several defenses are proposed
to learn robust language models, by adversarial training [963L9641[965.[966], contrastive learning [967,068] postprocess-
ing [969]. On the other hand, large models are usually pretrained on large-scale private datasets, which could contains
sensitive information. [41] propose an extraction attack against GPT-2 that can extract hundreds of verbatim text
sequences from the model’s training data. These extracted examples include (public) personally identifiable informa-
tion (names, phone numbers, and email addresses). Moreover, they find that larger models are more vulnerable than
smaller models. Following work shows that a BERT pretrained on clinical notes can also be attacked to reveal personal
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health information [970]. Although these works belong to privacy leakage, the attacking technology is mostly similar
as adversarial attacks.

Since Vision Transformers (ViT) become prevalent [27], several papers aim to study whether the architecture
of Transformers bring us better robustness beyond CNNs. Specifically, ViT are more robust to naturally corrupted
patches than CNNs [690,9711072], while [973] find that ViT are more vulnerable to adversarial patches. In contrast,
[974] and [975] observe that ViT are more robust than the CNN models, but MLP-Mixer is extremely vulnerable to
universal adversarial perturbations. [976] find that CNNs can easily be as robust as Transformers on defending against
adversarial attacks, if they properly adopt Transformers’ training recipes. Adversarial transferability is shown to be
not significant between CNNs and ViT [977], while following works aim to craft more transferable adversarial examples
against ViT [078979]. On the other hand, defenses adapted to ViT are also proposed [980,981982083], considering
special architecture designs of ViT. Overall, since there are many new factors (e.g., self-attention, patch stem, LAMB
optimizer, new training recipe, etc.) in the success of ViT, comprehensive ablation studies are necessary for a fair
evaluation on the effects of different factors.

11.2.6 Adversarial for Good

In addition to security topics, recent progresses demonstrate many positive applications of adversarial techniques,
which is also highly concerned by the communityﬂ For examples, [984] propose AdvProp, an enhanced adversarial
training scheme which prevent overfitting and enhance an EfficientNet-B8 to achieve 85.5% ImageNet top-1 accuracy
without extra data. [985] adversarially robust models, while less accurate, often perform better than their standard-
trained counterparts when used for transfer learning. [986] use adversarial training methods to improve machine
reading comprehension. [987] exploit adversarial attacks to generating adversarial identity masks, in order to protect
user privacy. Adversarially robust models also have more semantic input gradients, which can connect with generative
learning methods like score matching [988.9891[990,991] and SGLD [992/[993].

11.3 Data Poisoning

An important factor leading to the success of machine learning (ML) systems is the adoption of large-scale datasets.
In the era of big models, the training datasets also grow in scale, which requires the practitioners to collect much
more training data to achieve state-of-the-art performance. These datasets are usually crawled on the web or collected
through outsourcing. However, the adversary can easily manipulate the data collection process to inject poisoned
samples into the dataset, making the trained model behave abnormally to satisfy the adversary’s goal. Contrary to
adversarial attack which aims to mislead an ML model during inference, poisoning attack happens in the training
stage [994]. From the industry perspective, poisoning attack is the most worrisome security threat than other threats
(e.g., adversarial attack) [995]. In the following, we introduce typical data poisoning attacks and defenses, and then
discuss the threats of data poisoning for big models.

11.3.1 Training-only Poisoning Attacks

This type of data poisoning attacks only manipulate training data and labels without the need to modify testing
data after the victim model is deployed. Training-only poisoning attacks include both untargeted attacks where the
adversary aims to degrade model performance on normal testing data [9941[9961[997.[098], and targeted attacks in
which the adversary aims to change the behavior of the model on particular testing inputs [999L1000,T00T]. Below we
introduce some typical approaches.

Bilevel Optimization. Data poisoning can be generally formulated as a bilevel optimization problem, in which the
inner optimization aims to train the model parameters given the poisoned dataset, while the outer optimization aims
to optimize the poisoned samples given the model parameters of the inner problem. Early works can solve the bilevel
optimization problem exactly for classical ML models, including support vector machines [994], regression models for
feature selection [I002], etc. In the context of neural networks, since the inner problem is usually non-convex and
intractable, most methods adopt variants of gradient descent to approximately solve the bilevel optimization problem,
including back-gradient descent [I003] and influence functions [996]. It is usually computationally expensive to solve the
bilevel optimization problem, which motivates further work to adopt generative models to produce poisoned samples
[I004T005]. After training a generative model, the poisoned samples can be simply generated by a forward pass,
requiring much less computational effort.

3 https://advml-workshop.github.io /icm]2021 /
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Clean-label Targeted Attacks. [999] propose a specific kind of poisoning attacks called clean-label targeted
attacks. The attack objective is to perturb training data such that a particular testing input is misclassified to a target
class. To this end, [999] propose a feature collision attack method, which perturbs a small set of training images of the
target class to make their feature representations close to that of the testing image. By training on these perturbed
samples, the decision boundary of the model probably cross over the testing image, and thus misclassifying the testing
image. Note that this method does not need to modify the ground-truth labels of the training images, such that they
are clean labels. A further method makes the poisoned images surround the testing image in the feature space, such
that the feature representations of the poisoned samples are the vertices of a convex polytope containing the feature
of the testing image [I000]. This method can achieve better performance and transferability than the feature collision
method.

Poisoning Attacks on Real-Time Data. Practical systems are more usually trained /fine-tuned on sequentially
captured real-time data, in which case poisoning adversaries could dynamically poison each data batch according to
the current model state [I006,1007]. A vanilla online poisoning attack [I006] greedily feeds the model with poisoned
data, and a monitor could stop the training process after observing a gradual decline of model accuracy. However, it
applies a greedy strategy to lower down model accuracy at each update step, which limits the step-wise destructive
effect. Recent work [998] proposes accumulative poisoning attacks, where the model states are secretly (i.e., keeping
accuracy in a reasonable range) activated towards a trigger batch by the accumulative phase, and the model is suddenly
broken down by feeding in the trigger batch, before the monitor gets conscious of the attacks.

11.3.2 Backdoor Attacks

Different from training-only poisoning attacks, backdoor (Trojan) attacks [I008|[I009LI0T0] modify both training and
testing data. Specifically, backdoor attacks aim to embed a backdoor in a model by injecting poisoned samples into
its training data. The infected model performs normally on clean inputs, but whenever the embedded backdoor is
activated by a backdoor trigger, such as a small pattern in the input, the model will output an adversary-desired
target class.

BadNets. [1008] propose the first backdoor attack on image classification — BadNets, where the backdoor trigger
is constrained to a small cluster of pixels. BadNets first randomly select a small portion of training images, then attach
the trigger pattern to these images and change their ground-truth labels to the target one. By training on the poisoned
dataset, the model can capture the relationship between the backdoor trigger and the target class, such that the model
will output the target class for any input with the backdoor trigger.

Invisible Backdoor Attacks. [I009] consider a more realistic threat model in which the backdoor trigger should
be invisible to human observers to achieve stealthiness. To this end, a blending strategy is proposed, which performs
weighted average of the original images with the backdoor trigger. This work also demonstrates the possibility of
backdoor attacks with a random noise as the trigger pattern, which further reduces the risk of being detected. Further
work also proposes other stealthy backdoor attacks [TOTILI012].

Clean-label Backdoor Attacks. Most work on backdoor attacks needs to modify the ground-truth labels of the
poisoned samples in the training set. However, these attacks assume that the adversary can manipulate the labeling
process. These poisoned samples can also be easily detected by humans who manually inspect the training dataset.
Therefore, [I013] propose clean-label (aka. label-consistent) backdoor attacks, where the labels of poisoned samples are
kept correctly. Under this setting, the trigger needs to be added to images belonging to the target class. To make the
model learn to recognize the trigger than the original content, [T013] further propose to use either generative model
or adversarial examples to make the image content hard to recognize, such that the model will learn a connection
between the trigger pattern and the target label.

Physical Backdoor Attacks. Backdoor attacks can also be deployed in the physical world, which could pose
more realistic threats to practical ML services. [1009] first demonstrate physical backdoor attacks on face recognition.
They adopt an eyeglass as the backdoor trigger, which can be printed and attached on a real human face. Then the
face recognition model would misclassify the face photos taken by a camera. Further exploration of physical backdoor
attacks on face recognition is discussed in [I0I4].

Backdoor Attacks on Other Domains. Beyond computer vision tasks (e.g., image classification, face recogni-
tion, etc.), backdoor attacks have also been successfully applied to other domains, including natural language processing
(NLP) [469,1015], reinforcement learning [I016], and speech recognition [I017]. For example, in NLP, a backdoor trig-
ger can be realized by modifying a particular character, word, or sentence in the training dataset [469], such that the
model behaves as the adversary specifies whenever the trigger appears, similar to BadNets. The existence of backdoor
attacks on a wide range of domains demonstrates the vulnerability of current methods.

11.3.3 Defenses

In this section, we introduce defense mechanisms for mitigating data poisoning attacks, especially backdoor attacks.
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Detecting Poisoned Data. This kind of defenses aims to distinguish poisoned samples from natural samples.
After identifying the poisoned samples, the model can be retrained on the remaining natural samples to avoid being
attacked by the poisoned data. [I0I8] find that backdoor attacks tend to leave behind a spectral signature in the
covariance matrix of feature representations, and perform singular value decomposition to identify poisoned samples.
[I019] propose an activation clustering method which first clusters the feature representations of training data, and
then determines whether any cluster belongs to poisoned samples. As backdoor trigger is input-agnostic, [I020] propose
to filter out poisoned samples by superimposing various image patterns and judging the randomness of the predicted
probabilities. This kind of defenses needs access to the poisoned samples.

Detecting Poisoned Models. Some defense methods aim to distinguish whether a model has been poisoned or
backdoored. [I02I] propose Neural Cleanse, which can detect backdoored models by reverse-engineering the trigger
for every class. It formulates an optimization problem to generate the minimal trigger and detects outliers based on
the L; norm of the restored triggers. Subsequent methods further design new optimization problems [1022[1023] or
modeling the distribution of triggers [1024]. These methods usually require white-box access to the model gradients to
optimize the trigger. However, in a more realistic scenario, we need to detect backdoored models under the black-box
setting, in which only query access to the model is available. To address this issue, [I025] propose a black-box backdoor
detection method, which adopts a gradient-free optimization approach to reverse-engineer the trigger. Besides, some
work [I026] proposes to adopt meta-learning to detect backdoored models.

Pre-processing-based Defenses. This type of defenses pre-process the testing inputs before feeding to the model
such that the backdoor trigger can be made ineffective. [I027] first propose to exploit pre-processing as the defense, in
which an auto-encoder is adopted. [1028] further propose Februus, which first identifies critical regions for prediction,
and then adopts generative models to reconstruct the regions. Recently, [I029)] find that natural image transformations
can significantly affect the performance of backdoor attacks, indicating that the simple transformations can be used
as effective pre-processing techniques.

Robust Training. This type of defenses aims to train robustly in the presence of poisoned samples. Some work
[I030,T03T] propose to extend randomized smoothing [923], a famous technique for certifying adversarial robustness, to
certify robustness under label flipping attacks and backdoor attacks. These methods can provide theoretical guarantee
of model robustness under attacks.

11.3.4 Threats for Big Models

Training big models usually requires datasets with much larger scales, which are even noisy and uncurated. Although
it is much cheaper to collect such datasets than labeling datasets manually, the use of large and even noisy datasets
can pose more threats under data poisoning attacks since it is much easier for adversaries to manipulate a portion
of training data and also much harder for humans to inspect the poisoned samples individually. We have seen some
successful data poisoning attacks on big models, including those on computer vision and natural language processing
tasks.

Computer Vision. Big models in computer vision commonly adopt self-supervised learning to pre-train an image
encoder with a large amount of unlabeled images or image/text pairs. The pre-trained image encoder can be viewed as
a feature extractor to build classifiers for downstream tasks. [I032] propose the first backdoor attack to self-supervised
learning, named BadEncoder, which injects the backdoor behavior into the pre-trained image encoder to make the
downstream classifiers simultaneously inherit the backdoor behavior. BadEncoder shows success on CLIP, a big image
encoder pre-trained on 400 million image/test pairs collected from the Internet. [I033] also study poisoning and
backdoor attacks on contrastive learning, a typical kind of self-supervised learning technique. This work finds that
poisoning and backdoor attacks are much easier on contrastive learning, which require 100x less modification of the
training dataset compared to fully supervised training.

Natural Language Processing. Backdoor attacks have also been successfully applied to BMs on NLP tasks.
For example, [1034] and [I035] simultaneously propose backdoor attacks on pre-trained NLP models, such that the
downstream tasks after fine-tuning can also inherent the backdoor behavior. [I036] propose a weight poisoning approach
that the pre-trained weights are injected with vulnerabilities which expose backdoors after fine-tuning.

Although there are less works on studying data poisoning attacks and backdoor attacks on big models, they are
potentially more harmful due to the following reasons:

— Training big models usually requires much more training data, which may be noisy and unlabeled, such that the
poisoned samples are hard to detect by humans.

— The poisoning/backdoor behavior can be hidden in the BM, and be activated by fine-tuning on a downstream task.

— It is much harder to defend against data poisoning and backdoor attacks with the existing methods, since they
may suffer from a scalability issue for larger models.

Therefore, it is of great importance to further explore data poisoning attacks and backdoor attacks on big models,
which can consequently help to understand the potential vulnerabilities of big models as they become more and more
prevailing.
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11.4 Challengs and Future Directions

As the big models are poised to enter mission-critical fields related to human well-being and life at stake, it requires the
corresponding technologies with prerequisites for safety and reliability. Due to the lack of verification technologies for
DNNs, most of the current big models are evaluated through the performance of the test set, lacking of comprehensive
evaluation on the security or robustness. Although there are a series of new technologies that study the vulnerabilities
and detect malicious behaviors on the DNN models, adversarial agents can deceive the deep models by significantly
changing the response of these system. Although not alarmist, it is the responsibility to preemptively study and
establish protective measures for the big models, especially when tasks are critical to the human safety. However, the
previous works in this area are fragmented across multiple research communities, ranging from the AI community to
information security, and it is imperative to develop a unified framework to study the security issues of big models.

11.4.1 Integration of more Comprehensive Knowledge

In essence, the big models are data-driven, which take the data-driven approach to the extreme by using several orders
of magnitude more data than the traditional methods. However, an important limitation of the current large model is
that it ignores the use of domain knowledge, which is one of the essential reason for the lack of robustness and security
of deep learning models. For example, an Al model like GPT-3 does not have any explicit common sense knowledge or
clear reasoning. In order to build a robust and powerful Al model, we must have a symbolic manipulation mechanisms
which can provide the model the capability in abstract reasoning.

11.4.2 Inherently Reliable and Safe Design

The attacker undermined the integrity of the decision-making process by compromising and controlling the Al system
itself, or by changing the input. It requires rigorous testing before deployment especially for the big model systems
applied in safety-critical areas. Due to the complexity of the big models, formal verification is nontrivial, and in a lot
of cases, actual testing during development may be dangerous. Therefore, it is essential to develop the simulation-
based technology to conduct the testing, which includes identifying the disturbances that can cause the system failures,
finding the most likely failures, as well as estimating the corresponding probability. It require an interdiscipline research
in the areas of machine learning, optimization, path planning, etc.

11.4.3 Adversarial Robustness and Detection

Recent research demonstrates that the ML systems are vulnerable to the adversarial attacks which are designed to
destroy the integrity of their decisions by maliciously altering the training data or the model input. Currently, there is
no consensus solution that can prevent the evasive attacks effectively. There still exist many open challenges including
how to understand the inner mechanism of the adversarial examples and how to design and develop systems that can
certified defense the potential adversarial examples. It is essential to design new machine learning models, use sources
to track fraudulent data, and build a system that can withstand the different types of adversarial attacks.

11.4.4 Shared Learning on Confidential Data

It has witnessed a rapid advance in big models which use very large model architectures and train on massive datasets.
Nevertheless, the big models also have potential risk on the confidentiality and privacy. In other words, an attacks
may lead to the exposing of the private information about the model or training data. Recent works has demonstrated
that an adversary can predict whether or not a particular examples was in the training data using the membership
inference. Therefore, as the big models are widely adopted, it should address the training data memorization issues,
and it is expected that these vulnerabilities will become serious in the future. Therefore, it will be essential to develop
new methods that can train models on confidential data at an extreme scale without sacrificing model accuracy.

11.4.5 Life-long Learning in Big Models

It is known that when these systems are applied to the environment in which they are trained, the models usually
work very well. Nevertheless, if the environment is different, sometimes even a small difference, the performance may
degenerate significantly. As the big models will be increasingly deployed in dynamic environments, it requires the
model to have a capability in adapting and learning new skills as the environment evolves. It therefore requires the
model to learn over a lifetime by efficiently and effectively retaining the knowledge they have learned, which is used
to learn new tasks.
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12 Big Model Governance
Authord: Peng Cui, Lingziao Huang, Zheng Liang, Huawei Shen, Hui Zhang, Quanshi Zhang

The fast development of big model and related technologies benefits many Al researches and applications. How-
ever, the “double-edged sword” effect appears simultaneously, which means the big model also causes some potential
problems, such as privacy leakage and unfair outputs. That means, big model governance is needed for balancing the
fast development and technical safety. In this part, we intend to provide clear explanations for big model governance
and introduce some present work and future directions.

— In Section we introduce the basic conceptions of big model governance and give the objectives of it.

— In Section [12.2] we summarize the existing governance work aiming at different objectives mentioned in the last
section.

— In Section we propose some open problems of governance and discuss further development both from global
view and object-specific view.

12.1 Background
12.1.1 What is Big Model Governance

Governance encompasses the whole ways in which public or private organizations operate and administer their common
affairs. Governance is an ongoing process to reconcile conflicts, adjust divergent interests, and take joint actions. The
critical point to ensure the successful implementation of this process is the construction of institutions that not
only includes the formal institutions and regulations that can compel compliance by stakeholders but also contains
the informal institutions and regulations that can reach common agreement among stakeholders [I037]. Governance
requires cooperation between the public and private sectors. It also requires multiple stakeholders to use their power in
a limited way through interactive activities. This is different from traditional governance, which emphasizes government
as the sole authority [L038].

Due to the scientific and technological characteristics of the big model, the big model governance also should take
the general paradigm of technology governance as an example. The theory of technology governance goes further
during the era of Smart Digital. Which depends on the response and governance of the application and influence
of digital technology and intelligence technology, and then taking advantage of technology tools to apply different
stakeholders into various governance fields, such as national governance [1039], social governance [I040], and industrial
governance [10411[T042].

Therefore, the “big model governance” should be defined as evaluating, guiding, and supervising the whole process of
big models’ data collection, data set construction, algorithm design, model training, and practical application of models.
Meanwhile, it will promote the innovation of big model technology, construct the guidance of safety applications, and
build ethical norms.

12.1.2 Why Need Big Model Governance

As the General Purpose Technology (GPT) [1043], Artificial Intelligence (AI) plays the technology engine role of
national economic and social development [1044]. Artificial Intelligence includes an obvious Multiplier Effect in its
development [I045]. The big model governance is the ecological core of the future of AI. The fundamental reason
we should promote big model governance is that this type of governance not only contains complex and integrated
technology but also includes the “double-edged sword” effect in its innovation and development.

On one side, dependency on technology systems makes the development of big model governance can force an-
tecedent technology’s innovation and development through multiple intermediate technology procedures, and advance
the invention and innovation of complementary technology industry [I046l[1047]. First, China is a big data country
with abundant data resources, but the existing high-quality data sets only account for a small proportion. Therefore,
the development of the big model can promote the construction of high-quality data sets. Second, the big model’s
development can contribute to the innovation of the underlying hardware and chips, and Computer System Archi-
tecture. In addition, the enlargement of big models can support a lot of downstream scenarios, such as automation,
smart health care, smart cities, and other intelligent applications in society. It also plays a significant role in industrial
collaboration and technological proliferation.

On the other side, as an important GPT, the technological uncertainties and risks of the big model and its
development will be amplified with the deepening of technology and the expansion of the technical social system [T048],
1049,[1050]. Due to the big model being the “operating system” of the AI ecology, therefore, the security, reliability,
stability, fairness, and algorithm bias of it will also be influenced by the development and application of big models.

All authors of Section [12| contribute equally. The authors are alphabetically sorted
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12.1.3 The Objectives of Big Model Governance

Due to the big model governance is the process to achieve multiple governance goals, thus, the main ambition of it is to
balance development and security. Development and security mutually rely on each other. On one hand, development
is a prerequisite for security. On the other hand, security is the guarantee for development. Therefore, as the ecological
core of the Future AI, big model governance should insist on the development concept and governance goal of Al
FOR GOOD. Meanwhile, considering some specific governance scenarios and fields, the goal of big model governance
should include architectural innovation to promote the development of the main parts of big models. The goal also
needs to ensure the security of the big model’s underlying data, the interpretation and fairness of algorithms, and the
robustness and accountability of the model.

Al FOR GOOD. Al FOR GOOD is not only the core concept of Al development and governance but also is the
primary concept of big model governance. According to the classification of “good” by Plato, “Big Model Governance
for Good” means that the big model incorporates public-order algorithms into itself to make the big model governance
human-centered, human-friendly, and trustworthy. Additionally, the innovation and application of the big model should
contribute to the sustainable development of human society [T05IL1052L[1053]. What’s more, the goal “Big Model
Governance for Good” aims to explore the potential of big model’s technology. Meanwhile, it needs to deeply analyze
the boundary and limitations of its application, and prevent the loss of human value.

Security. There are three dimensions of the security (at data level) goal of big model governance: data security, data
autonomy, and macro security of data. Data security refers to ensuring the confidentiality, integrity, and availability
of data through identity authentication, access control, data encryption, security management, and other technolog-
ical measurements and necessary security system. Data autonomy means that the state has the dominant power on
administering these below data through building data catalogs, taking risk assessments, promoting data localization,
and measuring the cross-border transfer of data and information to avoid other organizations or states to illegal
manipulating, surveillance, stealing, and interfering these dataﬂ

— Core Data that relates to national security, national economy, people’s livelihood, and significant public interests.
— Important Data, for example, if the data get tampered with, sabotaged, disclosed, or illegally acquired, it will cause
serious harm to national security and public interest.

Macro security of data refers to the threats of national security, public interests, and organizations’ legal rights
and interests caused by the prevention and management of data processing activities.

Interpretability. Interpretability of big models is very acute in high-level risk decision scenarios, such as medical
diagnostics, autonomous decision-making, smart finance, and smart justice [I054[1055]. For example, the financial
sector is concerned about the lack of interpretability and auditability caused by the widespread use of some opaque
models, e.g. deep learning, which might create some macro-level risks. The governance goal of interpretability aims
to explain the verification and motivation of the big model’s intelligent decision process, make the decision of the
big model explainable, and then enable model users to understand and trust the decision. It also should let users
have the right to interpret and challenge autonomous decisions. Besides, it should clarify the logic, importance, and
consequences of the data processing procedures. More details can be found in Section [9}

Fairness. Fairness is to deal with things reasonably and without prejudice to any party [1052,1056L1057,T058,1059].
The key point to guarantee the fairness of big model governance is based on a few reasons. First, the absence of bias
or favoritism toward individuals or groups due to their inherent or acquired attributes in the model’s decision-making
process. Second, the decision-making process can accurately identify the sources of model bias and try its best to
eradicate or mitigate these biases. In addition, big model governance is able to reasonably choose the definition of
fairness and adjust the decision-making process depending on different application scenarios and specific ethical norms,
such as perceived fairness, statistical fairness [T060LI061LT062], or causal fairness [T063,[1064L1065].

* The EU General Data Protection Regulation(GDPR), 2018.
5 The Data Security Law of the People’s Republic of China, 2021.
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Robustness. Robustness indicates that the stability of big model system can deliver failure-free services [1066,1067,
10681069, T070,T07IT072,1073], which mainly contains two aspects: the reliability of its internal module and its
system coupling, and the generalization ability of big model system for untested data. Therefore, the goal of big model
governance’s reliability aims to identify the potential problems in its system, scientifically assess the generalization
ability of big models, pursue process management, technology migration, and model representation effectively, and
guarantee each stakeholder can afford the stable operation level of the model.

Accountability. Accountability signifies that the controllability of the big model, the implementation of responsible
technological innovation, and the prevention of technological abuse [I074,[1075]. The goal for the accountability of Big
model governance lies in designing and constructing appropriate innovation mechanisms to achieve the responsibility
of the model’s research and development (R&D) and innovation. It also attaches great importance to the legitimacy,
inclusiveness, and public sentiment of big models’ innovation when focusing on playing the positive role of the inno-
vation of big models. In addition, the accountability suggests that when ensuring the freedom of big model’s R&D
and innovation, it should also guide the big model’s development to benefit the sustainability of economic and social
development and promote the long-term development of the Community of Shared Future for Mankind. Which intends
to avoid misuse and abuse of big models and then finally realizes the autonomy, controllability, and accountability of
big models.

12.2 Overviewing and Analyzing Existing Works
12.2.1 Security

While the BM can obtain stronger performance with powerful generalization ability, they have also been demonstrated
to have unintended memorization issue [I076], which refers to the phenomenon that a model remembers some individual
examples, e.g., a phone number, home address, or a credit card number. This issue could cause serious privacy risks in
case the training data of the model contains confidential user information. Several recent studies have shown that the
training data of the opened pretrained model (e.g., GPT-2) can be extracted even using free-form generation [I076],
1077411078, T079,1080]. Besides data reconstruction attacks, membership inference attacks (MIA)[I08I], as indirect
leakage, are also potential threats faced by large pretrained models [T082L[T083|1084L[T085]. OpenAT’s recently released
CLIP image encoder has been demonstrated to be very vulnerable to MIA[I084]. Recent studies have also shown that
the adversaries can steal sensitive information from the model only using the embeddings of words or nodes [1082]
1083]. Besides, information leakage in pretrained models, recent works show that the adversaries can also successfully
execute privacy attacks during the finetuning stage via the differences between the pretrained model and the finetuned
model [T086]1087].

In addition to privacy attacks on data confidentiality, the integrity of model is also vulnerable to the attacks
like data poisoning attacks [994L1036L[1088]T089,T090] and adversarial attacks [861L[785.[462]. So far, the successful BM
(e.g., BERT and GPT-3) are usually trained using large unlabeled datasets crawled from the Web. Such a permissive
data collection paradigm makes it very easy to inject poisoning data. Recent studies demonstrated adding a few
specially-crafted data to the training corpus can manipulate the model, e.g., generating offensive text [T09TL10T5],
wrong translations [1092] or suggesting insecure code [I089]. Moreover, the backdoors in the pretrained language
models can impact a wide range of downstream tasks [1034]. It makes the pretrained model a single point of failure
for all downstream applications.

12.2.2 Interpretability

Machine learning beneficiaries not only want the model to make correct predictions, but also want to understand the
decisions of the model, i.e. they want the model to be interpretable. However, with the increase of neural network
architecture complexity and network depth, it is more difficult to understand the behavior of the model. In any case,
to better govern models, interpretability research should not be slack.

Section [9] gives more detail of interpretability research.

12.2.3 Fairness

As Al models are increasingly being used in many societal contexts, there are growing concerns that significant bias may
be introduced by these models with respect to certain sensitive attributes, e.g., against black people while predicting
future criminals [T093L[I0941T095], granting loans [1096] or NYPD stop-and-frisk [1097], and against women while
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recommending jobs [54]. It is known that applying AI models to ordinary human-related decision-making tasks may
lead to human-like semantic biases, such as computer vision [I098], audio processing [I099] and text corpora [1100)
TT0T]. Similar to any AI model, existing inequalities in big models may compound historical discrimination [I102], by
producing unfair results, information cocoon, and disproportionately negative consequences to minorities [IT03L1T104]
1105]. Since big models may affect downstream applications, understanding how biases produce in big models and
their harms has attracted attention recently [110620L1T07,1T08,TT09,ITTOITIILTTIT2].

Representation Bias. Imbalanced distributions over sensitive groups may result in representation bias in big models,
including misrepresentation, under-representation, and over-representation. Due to pernicious stereotypes [52[1T13]
TTT4L[ITT5] or negative attitudes [I116], people can be misrepresentated in big models, which can be transferred to
society through downstream applications [I117]. Minority groups can be underrepresented or excluded in training
data [ITI8,ITT9,TT031120], which may affect the performances/utilities of minorities in the downstream models.
People may also be overrepresented [I1211[1122], e.g., English is the only language to be studied prior to 2019 [1106],
which can amplify majority voices and produce information cocoon. Representation bias is usually intrinsic to human
language, and it is a challenge to recognize representation bias in big models, specifically when the protected attribute
is not an explicit feature in the dataset, e.g., in some computer vision tasks.

Label Bias. Due to historical discrimination or pernicious stereotypes, people can be marked with imbalanced labels,
and such bias may further reflect in big models. For instance, Brown et al. [20] reported that 83% of 388 occupations
tested were more likely related to males by GPT-3, and higher educated professions (e.g., professor, banker) were
also heavily related to males. Conversely, professions such as midwife, nurse, and housekeeper were heavily related to
females. Both them and Abid et al. [T114] observed that Islam was associated at a higher rate as marks “violent” and
“terrorism”. Users of downstream applications can experience specific harms due to label bias in big models, e.g., when
GPT-3 is asked to complete a sentence containing the word “Muslim”, among more than 60% of cases the sentence is
associated with shooting, bombs, murder or violence [20].

Model Bias. Except for data biases, big models may induce or increase disparities. For example, language models may
induce poor performance in African American English [T123|[1120], have difficulties detecting the faces of people with
darker skin tones [1103], or incorrectly detect medical conditions concerning racial or gender minority groups [1124]. It
is also known that computer vision technologies provide uneven benefits and risks distributed across society, introducing
harms on marginalized communities [T125,[1T04,1T26]. Such model bias implies that corresponding (sub)-groups may
not benefit from downstream applications and may have disadvantages in competition (e.g., work opportunity). Also,
it is observed that big models may amplify training data biases [I127[T128|[1129]. Investigations on what and how this
bias amplification happens are still unclear, which makes the task of debiasing harder.

Modeler Bias. As with other decision-making tasks, big models are developed and applied by stakeholders and
marginalized communities, who may admit explicit/implicit bias. While it is difficult to document, the possibility
of modeler bias has been verified. For instance, Caswell et al. [I130] investigated multilingual datasets and showed
the flawed data handling of less-represented languages. Hutchinson et al. [I116] showed that models often contain
undesirable biases towards disabled persons, which should be noticed earlier by modelers. It is interesting and important
to build mechanisms for preventing modeler bias. One step is to increase the diversity of modelers or responsibility
planning [21], and further investigation is on road.

As big models have been applied increasingly and have recently demonstrated significant performance gains, debi-
asing has also attracted a lot of attention due to multiple reasonings of bias. However, developing debiasing frameworks
for big models has suffered difficulties, mainly on how to measure bias and mitigate bias. Depending on the types of big
models, people design different measurements of bias accordingly. For mitigating bias, there are three commonly used
methods: preprocessing, inprocessing, and postprocessing [1131]. Preprocessing techniques transform the data so that
the underlying discrimination is removed. In-processing techniques try to modify the learning frameworks in order to
remove discrimination during the model training process. After training, post-processing is performed by fine-tuning
the model to fit specific fairness criteria. We discuss language models and computation vision in the following, and
show their corresponding progress.

Debiasing in Language Models. In the field of deep natural language models (e.g., BERT and GPT-3), we usually
train on large datasets from the Internet and may encode biased knowledge to word embeddings. Earlier work on
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measuring bias of language models was demonstrated on word embeddings [62ITT3LIT32/1133]. Specifically, Caliskan
et al. [I113] proposed a standard bias measurement on the associations word embeddings, called the Word Embedding
Association Test (WEAT), inspired by the Implicit Association Test (IAT) [1134]. However, even if the social bias
is eliminated at the word level, the sentence-level bias can still exist due to the imbalanced combination of words.
Recently, there have been several studies on how to measure sentence-level bias [T135L[TT36LIT08]. Moreover, Xu et
al. [ITT0] showed that detoxification techniques, which are useful in language models, may hurt equity.

There are several ways to mitigate bias in language models. Referring to preprocessing, we can do bias subspace
subtraction [TI371138,1139], or data augmentation [I140,1T41,IT42/1107] by e.g., replacing sensitive words in the
original sentence with words in a similar semantic but different bias directions. Considering inprocessing, we may
re-train the models with additional fairness constraints or introduce adversarial training [T127,1T431129,1144]. For
post-processing, transfer learning [1145] is an option, e.g., fine-tuned language models on English to address its efficacy
on Chinese as well.

Debiasing in Computation Vision. Existing fairness metrics are usually defined for a certain sensitive attribute, e.g.,
sex or race. In computation vision, sensitive features are usually implicitly represented by graphs or videos and can
even be entangled with each other, but big models may still induce prediction bias [T146,[1147]. Due to the large input
dimension, finding the sensitive features are challenging [I147]. Compared with traditional machine learning, a big
model is more complex to interpret and may end up being tried to harmful assumptions and stereotypes, making it
more difficult to measure the model’s dependence on sensitive features and reduce bias. To handle this difficulty, several
prior works show how to measure bias for multiple tasks in computation vision [TT03L1T48| 1149, TT50,1T5TAT52TT153],
including data bias and model bias. For instance, Wilson et al. [I150] showed how pedestrian detection systems display
higher error rates with people with darker skin tones. In another study [1154], researchers investigated the generation of
gender-specific caption words (e.g., man, woman) based on the person’s appearance or the image context. They found
a significant correlation between men and sports equipment. Besides measurement, debiasing seems more difficult due
to the complicated sources of bias and the incomplete understanding of big models. By applying an intersectional
approach, projects such as Gender Shades found that gender classification models perform with an accuracy of
99%-100% on white males but only with an accuracy of 65% on black females. Technically, it is still unknown whether
we should label sensitive attributes explicitly, which makes Google switch off its Al vision service’s gender detection.

12.2.4 Robustness

Robustness requires the generalization ability of a big model system for untested data, which is known as the out-
of-distribution (OOD) generalization issue. Modern machine learning techniques have illustrated their excellent capa-
bilities in many areas, including computer vision, natural language processing, and recommendation. While enjoying
the human-surpassing performance in experimental conditions, many researchers have revealed the vulnerability of
machine learning model when exposed to data with different distributions [I155] According to [II55], approaches that
deal with the OOD problem can be categorized into three parts, i.e., unsupervised representation learning, supervised
model learning, and optimization-based models.

Unsupervised Representation Learning. These methods utilize human’s prior knowledge to restrict the representa-
tion learning procedure, which endows the learned representation with certain properties that are potentially helpful
for OOD generalization. Methods in this category can be further divided into two parts, including disentangled rep-
resentation learning [IT561157 1158, IT59,1160,1161,1162] and causal representation learning [T163L1T64,1165].

Supervised Model Learning. Compared with unsupervised methods, approaches in this category incorporate super-
vised information to design various model architectures and corresponding learning strategies. Typical approaches
include domain generalization methods [I166,1167IT68IT69,1170,1171], causal & invariant learning [TTT2IT73l
11741175, 11761177], and stable learning [1T78,1 179, TR0, TTR1IT82T183,1184].

Optimization-based Models. These methods are both model agnostic and data structure agnostic. With strong
theoretical guarantees, optimization-based methods have recently aroused much attention. These methods include
distributionally robust optimization [II851186L1I87,1T881189] and invariant-based optimization [IT90,IT9TL1T92]
1193] approaches.
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12.2.5 Accountability

As a transformative technology and the increasing applications of Artificial Intelligence big models in medicine, educa-
tion, transportation, defense, and many other areas, the accountability of big models has attracted wide attention from
government, academia, industry, and various organizations [TT94l[TT95[TT96LI197]. Specifically, International Business
Machines Corporation (IBM) have built their perspective on accountability of ethical AI model design, that is, Al de-
signers and developers are responsible for considering AT design, development, decision processes, and outcomes [T198].
Organization for Economic Cooperation and Development (OECD) defines accountability similarly to IBM, while ad-
ditional including the requirement of demonstration such responsibility through their actions and decision-making
process, e.g., by providing documentation on key decisions throughout the AI model lifecycle or conducting or allow-
ing auditing where justified [1199].

To help entities promote accountability of Al models, US. Government Accountability Office (GAO) proposes
an Al accountability framework [1200], identifying key practices and principles four aspects, i.e., governance, data,
performance, and monitoring. Specifically, Governance aims to promote accountability by establishing processes to
manage, operate, and oversee implementation. Data devote to ensuring quality, reliability, and representativeness of
data sources, and processing. Performance aims to produce results that are consistent with program objectives, while
Monitoring hopes to ensure reliability and relevance over time. Although various organizations and academia have
put forward their own definitions and frameworks for model accountability, there is still a long way to go before the
real execution of accountability.

12.3 Open Problems and Future Directions
12.3.1 Big Model Governance System

Big model governance not only requires the active participation of government, R&D organizations of the big model,
the users of big model, and other third-party organizations but also needs to comprise a wide range of technology
stakeholders into the governance process. On the basis of establishing the value consensus of big model governance,
stakeholders should sort out the value division of multiple participants in the big model governance, and then combine
all collaborators’ capabilities, and choose the appropriate governance methods and tools for themselves. Which finally
form the cooperative and collaborative governance mechanism for big models.

First of all, stakeholders should develop a common understanding of the value of big model governance, which
also is the foundation of cooperation and collaborative governance among these stakeholders. In addition, stakeholders
should contemplate big model governance comprehensively and scientifically. Specifically, according to the Principles
of Next-Generation AI Governance-Responsible A]ﬂ big model governance should be guided by the basic governance
principles of Al governance: Harmony and Friendliness, Fairness, Inclusiveness and Sharing, Respect for
Privacy, Security and Controllability, Shared Responsibility, Open Collaboration, and Agile Gover-
nance. Moreover, big model governance can improve coordination of the relationship between the development and
governance of Al through mainly focusing on the value-oriented of inclusiveness, share, prudence, and accountability.
Moreover, the holistic governance of the big model should find a balancing point among multiple objectives. This not
only needs to promote the innovation of big model’s technical system, particularly increasing the ability of technical
innovation of the underlying software and hardware, but also should reduce energy consumption, advance the green
development, promote high-quality development while guaranteeing the overall security of the big model.

Second, big model governance needs to insist on holistic governance while promoting modular governance. It
should balance the relationship between development and regulation for each technology module. The objectives of
data governance not only need to attach great importance to the governance of underlying data security, but also
should pay attention to the openness of public data and moderate data flow to ensure the data to be used reasonably
and promote the ecological development of the big model and artificial intelligence. In the aspect of computation
power’s governance, on the one hand, big model governance needs to explore the design and architecture of new chips.
On the other hand, it needs to implement the concept of green development and reduce the energy consumption ratio of
computing centers. In the field of algorithms’ governance, big model governance should actively promote the innovation
of algorithm transparency to clearly assist human beings to better control, modify, regulate, develop, and apply big
models. Considering the technical generality of Al, stakeholders should promote digital transformation and upgrading of
various sectors, particularly in industry. Besides, the big model should explore the complementary technical inventions,
innovations, and infrastructure constructions due to the characteristics of generality and specialization.

What’s more, in order to create synergy in big model governance, the stakeholders should play their multiple
advantages respectively, meanwhile, taking into account the difference of governance capabilities and superiority’s

5 National Governance Committee of Next Generation Artificial Intelligence, the Ministry of Science and Technology, People’s
Republic of China, 2019.
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among all stakeholders, and balancing the costs and efficiency of governance. The establishment of big model governance
also needs to focus on related R&D and innovation institutions and form the dynamic and interactive collaborative
governance mechanism. The demands of stakeholders involved in big model governance are not invariant due to the
timely requirement of technological innovation and governance, methods of innovation governance, and governance
tools. Therefore, the big model governance should maintain the thoughts of “Iterative Optimization”. Additionally,
because of the existence of the “Black Box” effect, big model governance should adhere to the governance concept of
exploratory and allow related R&D), innovations, and applications to be piloted in different fields under the premise of
ensuring safety bottom line, so as to stimulate stakeholder’s innovation enthusiasm. Promoting of big model generation
needs to exploratory use pre-design and governance, which indicates that the goal of governance should be involved in
the design of the big model, and the norms of “ethic and value” should be designed integrated and synchronous during
the AI innovation process and the design of AI’s research and development.

12.3.2 Security

To ensure user privacy in the pretrained models, one potential way is to delete those specific sensitive data from the
trained models. In fact, the data protection legislation like GDPR and CCPA have already provided individuals with
the right to be forgotten, which entitles individuals the right to delete their data from the learned models. Machine
unlearning [I12011[1202], also known as selective forgetting [1203] or data removal/deletion [1204L[1205], offers a potential
solution for this problem. It aims to remove the influence of a specified subset of training data upon request from
a trained model. In this way, unlearning can also be used to defend against the attacks on model integrity with the
ability to quickly eliminate the influence of the dirty samples [I02I]. However, the efficiency for unlearning in a big
pretrained model is still a big challenge and less studied. Besides, while originally designed to protect the privacy of
the data owner, recent studies have shown that the unlearning self might also cause unintended privacy risks [1086],
1206]. Thus, how to safely remove sensitive data is still an open problem.

Differential privacy [1207] provides a powerful mathematic tool to protect data privacy in the growing trend of the
sharing and publishing of pretrained models [I1208,[1209]. While originally proposed to preserve data privacy, it also
conveys a degree of resistance to data poisoning attacks since a small number of injected samples can have only a
limited impact on the resulting model [I210]. Thus, combining the power of differential privacy and the big pretrained
models is becoming a promising direction [I2TTT2T2|[T2T3|[T2T4,[12T5]. However, in practical usage, a large privacy
budget € and relaxation § are always used to avoid large performance drops, along with incurring the risk of disclosure
[I216,1217]. How to enjoy the benefits of differential privacy while keeping the utility of the pretrained model is a
challenging open problem.

12.3.3 Fairness

A natural direction for future work is how to efficiently improve the quality of dataset representations by debiasing both
distributions and labels. Although researchers have showed that data augmentation [IT40LIT4TLIT421[TT07] or changing
labeling scheme [1218|[1219], their approaches make collecting procedures more expensive. Due to the expensive cost of
data clean, there is growing interest in training accurate models in the presence of biased data [1220,1221]. However,
such inprocessing schemes are still far from debiasing. It is interesting to investigate the combinations of debiasing on
both datasets and models in the future.

Another direction is to automatically divide bias tolerance to different datasets. Perfect fairness metric with respect
to a certain sensitive attribute may introduce loss on the model accuracy, and may even harm other attributes,
called fairness gerrymandering [1222]. Kulshrestha [1223] takes an initial step to detect the best tolerance parameters.
Deciding tolerance criteria can also guide modelers to develop or apply big models.

Regulations are an emerging challenge for big models considering fairness issues. The European Union is working
on fair regulations. However, it is unknown exactly what such regulations will look like and affect society, making
it difficult for researchers and companies to navigate. Due to society’s complexity, understanding different fairness
measurements’ short /long efforts is not easy but essential to regulations.

12.3.4 Robustness

According to [I155], there exist several potential challenges that could be the directions of future research in this area.
Theoretical Characterization. The theoretical characterization of a robust (learnable OOD generalization) problem
remains vague in recent literature. This problem is vital on the grounds that characterizing the learnability of a

problem is a basic question in machine learning tasks. In robustness problems, it is important to answer what kind of
distributional shifts or robustness should be taken into consideration.
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Demands for Environments. The majority of existing methods require multiple training environments for robust-
ness. However, modern datasets are often assembled by merging data from multiple sources without maintaining
source labels. Therefore, it is more practical that we only have access to one training environment with latent data
heterogeneity. As a result, how to explore and make good use of the latent heterogeneity is critical for the deployment
of robust models.

Reasonable Evaluations Although the evaluation criteria under ¢.i.d. assumption are well developed, they cannot
directly be deployed to robustness or OOD scenarios. Since the testing distribution is both unknown and different
from the training distribution, how to design reasonable and realistic experimental settings remains a challenging
problem.

12.3.5 Accountability

To ensure the real execution for big model accountability, one open problem and possible future direction is the
technical analysis and guarantee behind the proposed principle for accountability. For example, if we want to assess the
reliability, quality, representativeness of data used in big models, then it is critical to design technical and reasonable
evaluation metrics for these characteristics of data. Similarly, if we want to identify potential biases, inequalities, and
other societal concerns resulting from the big model, then the bias evaluation and fairness definition in mathematical
formalization are also important research points.

Another important and open problem is that how accountability can be achieved in black-box big models? A
promising direction for future research may be the explainable big models. How to design explainable big models relying
on some state-of-the-art technologies such as causal learning? Or how to propose general explanations independent of
the type of big models? Only by standing on the shoulders of the above research achievements can we truly realize
the accountability of big models.

13 Big Model Evaluation
Authords Qingziu Dong, Zhifang Sui ™, Shuai Zhao, Boxzi Cao, Sha Yuan, Xianpei Han, Weidong Zhan, Baobao Chang

With a large number of BMs being proposed, the evaluation of models obtains more significance. BM evaluation
refers to the activity of evaluating the performance, efficiency, and other features of BMs. The evaluation task designing
and aggregating, the evaluation dataset construction, as well as the evaluation metric selection are core issues of BM
evaluation. Inappropriate tasks or metrics, biased datasets will result in unfair comparison and wrong trends, as BM
evaluation has great guiding significance, manifested in the following three points:

— The BM evaluation result is an intuitive explanation. It displays the model’s ability or cost, reflecting the progress
of deep learning at each stage;

— BM evaluation provides a direction for the development of models on various tasks and helps each sub-field to
establish short-term and long-term optimization goals;

— The evaluation makes the capabilities of the BMs intuitive and comparable, inspires researchers to participate more
in related directions, and dramatically promotes the development of model pre-training.

Therefore, any problem or deviation can seriously affect the fairness and objectivity of the evaluation. In the longer
term, it will even hinder the iterative progress of models and algorithms, resulting in the deviation of research and
development. In this part, we intend to introduce model evaluation from following aspects.

— In Section [13.1] we summarize existing benchmarks and corresponding datasets, including both the performance
evaluation and the efficiency evaluation.

— In Section [I3:2 and [I3:3] we analyze the problems of the existing evaluation combined with previous research for
performance evaluation and efficiency evaluation respectively.

— In Section and we put forward solutions and suggestions for evaluating the future and the training model
in a targeted manner.

13.1 Existing Benchmarks and Corresponding Datasets

As crucial issues of BM evaluation, benchmarks and datasets play a significant role in the outcome results. This section
introduces mainstream existing benchmarks and tasks (datasets) for BM evaluation.

Zhifang Sui (szf@pku.edu.cn) is the corresponding author of Section
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13.1.1 Benchmarks on Model Performance

Most evaluation datasets and benchmarks focus on the performance of BMs. If a single task-specific dataset aims to
evaluate the model performance, it can be seen as an evaluation benchmark naturally [386L[84T]. While there is a large
amount of such single-dataset benchmarks, we can not list them all. Here we focus on comprehensive benchmarks,
which aggregate and re-organize several single-datasets for a general evaluation.

1. NLP

Salesforce proposed DecaNLP [539] in 2018, aiming to unify various NLP tasks with a question and answer frame-
work. The evaluation includes public datasets corresponding to 10 tasks. The data samples are uniformly converted
into triples of the question, context, and answer. In 2019, institutions like New York University and University of
Washington proposed GLUE [290]. It is an English natural language understanding (NLU) benchmark and analysis
platform. It is a collection of nine language understanding tasks. However, due to the emergence of BMs such as
BERT, the GLUE benchmark has become weak in evaluating large models and gradually reached the upper limit. As
a result, researchers decided to upgrade it to SuperGLUE [1224]. It retains two GLUE tasks and also introduces five
more difficult tasks. Correspondingly, similar benchmarks in other languages are gradually built, such as CLUE and
LUGE for Chinese.

To evaluate BMs under a unified standard, CMU, Google Research, and DeepMind proposed a large-scale multi-
language multi-task benchmark XTREME [1225] covering forty languages. The benchmark covers 40 different lan-
guages and contains 9 tasks that require reasoning on different syntactic or semantic levels, achieving language diversity,
coverage of existing tasks, and availability of training data maximize. Coincidentally, in May 2020, Microsoft released
the XGLUE [1226] benchmark, which is used to evaluate the performance of cross-language BMs. It consists of 11
tasks and covers 19 languages.

Besides the benchmarks mainly designed for model performance on classification, benchmarks like GLGE [1227]
focus on model performance on generation. Sichuan University and Microsoft proposed GLGE in November 2020,
containing 8 English generation tasks. To reflect performance on various difficulty levels, They designed GLGE into
three categories: GLGE-easy, GLGE-medium, and GLGE-difficult according to the difficulty. However, GLGE-medium
and GLGE-difficulties are obtained directly by screening training data, and the design of difficulty grading is still
relatively limited.

To better benchmark general-purpose language intelligence, Beijing Academy of Artificial Intelligence proposed
CUGE, a Chinese Language Understanding and Generation Evaluation benchmark with a hierarchical benchmark
framework and multi-level scoring strategy. CUGE selects and organizes datasets in a language capability-task-dataset
hierarchical framework, covering 7 important language capabilities, 17 mainstream NLP tasks, and 19 representative
datasets. The framework is carefully designed according to the human language examination syllabus and the current
research status.

2. Multimodality

The fusion and interaction of multiple modalities is a key research direction of large models. Since there is no
comprehensive benchmark on multimodality, we will introduce some widely-used task-specific datasets, which actually
act as benchmarks for multimodality evaluation.

V@A is a common multimodal evaluation task. It always contains open-ended questions about images. These ques-
tions require an understanding of vision, language, and commonsense knowledge to answer. The VQA datasets include
DAQUAR [707], Visual Genome [708], MSCOCO-QA [709], VQA [T10], etc. GQA (Grounding Question Answering)
is similar to VQA, except that GQA tests the reasoning capability of the model to answer a question. GQA is a new
image scene graph question and answer dataset proposed in 2019 [711]. It consists of 22M questions, including various
images from MSCOCO and Flickr.

VCR (Visual Commonsense Reasoning) is regarded as one of the most authoritative rankings in the field of
multimodal understanding [711]. Generally, it requires the model to recognize the attributes and relationships of the
characters in the figure and further infer the intentions of the characters on this basis. The VCR is a large-scale
dataset for visual commonsense reasoning, including about 290K question, answer, and explanation pairs, covering
more than 110K non-repetitive movie scenes. VCR contains two sub-tasks: visual question answering (Q — A) and
answer justification (QA — R), both multiple-choice problems [701]. The holistic setting (Q — AR) requires both the
chosen answer and chosen rationale to be correct.

RE (Referring Expressions) gives a natural language description and locates the relevant area in the image. This
task involves fine-grained cross-modal semantic alignment. Therefore, it is more important to examine the fineness of
the semantic description of the joint representation. Generally, it contains three referring expression datasets based on
the MSCOCO dataset [T14]: RefCOCO, RefCOCO+, and RefCOCOg. IR&ETR (Image Retrieval, Text Retrieval) is a
classic task in the multimodal field. There are two sub-tasks: image retrieval and text retrieval, depending on which
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modality is used as the retrieved target. This task is essentially to calculate the semantic similarity between image
modalities and text modalities, requiring the model to consider both general semantics and fine-grained semantics.
MSCOCO and Flickr30K [713] are two regular data sets for multimodal retrieval tasks.

IC (Image Captioning) Different from the previous evaluation tasks, IC is a generation task. The modal needs to
generate a natural language description of a given image. Generally, to enable the BM sentence generation downstream
task, the modal needs to be followed by a seq2seq or other generation module. Furthermore, experiments always took
on MSCOCO captioning dataset. It should be noted that, unlike the previous evaluation indicators, BLEU [719],
METEOR [720], CIDEr-D [721], SPICE [722] are often used as metrics of the next-generation quality.

NoCaps (Novel Object Captioning) points that image captioning tasks need amounts of paired image-text training
data, while unlikely to be obtained in some specific tasks [723]. So, it aims to evaluate whether the model can
accurately describe the newly appeared categories of objects in the test image without corresponding training data.
NLVR2 (Natural Language Visual Reasoning for Real), initiated by Facebook ParlAT Research Award, contains 107,292
examples of human-written sentences grounded in pairs of photographs [712]. It takes a pair of images and a natural
language as inputs. The goal is to determine whether the natural language statement is true about the image pair.
Accuracy is the only evaluation index.

13.1.2 Benchmarks on Model Efficiency

For large models, performance and efficiency are both crucial. However, in terms of large model evaluation, most
benchmarks only focused on the performance and ignored the efficiency. Existing comprehensive benchmarks for
model efficiency are also very limited. To this end, Fudan University and Huawei Poisson Lab proposed ELUE [1228§],
a benchmark for efficient NLP models. ELUE evaluates not only models’ performance, but also their efficiency using
FLOPs and the number of parameters as metric. It covers 6 datasets of 4 tasks, including sentiment analysis, natural
language inference, similarity, and paraphrasing.

13.2 Challenges of Performance Evaluation

Unconstrained Proposals Due to the lack of fundamental principles or requirements for evaluation, proposing individ-
ual performance evaluation is often simplified to proposing a new dataset, while comprehensive performance evaluation
is mostly a simple aggregation of individual performance evaluation data. Therefore, the entry barrier for big model
evaluation is low at the moment, which leads to the enormous amount and uneven quality of existing evaluations.

Ineffective Evaluation Tasks Faced with models with increasingly large parameters, it is difficult for most evaluations
to clearly distinguish the performance of BMs and humans on the test set through traditional metrics and a single
ranking list. Specifically, shortly after the introduction of an evaluation task, the score of the BMs has often approached
or even surpassed the human score. As it shown in Fig. 25 in recent years, the development and progress of the BMs
have been very rapid. Such evaluation tasks lacked challenge and vitality.

Biased Datasets In 2019, researchers [1229] found that BERT’s performance in multiple evaluations may vary only
due to some false relevant statistical clues, such as the words “no” or “yes”. This demonstrates that irrelevant clue bias
is misleading for the evaluation of BM performance. In this case, the effectiveness and reliability of the evaluation
itself are significantly reduced.

In addition, other researchers [848] found that the process of crowdsourcing labeling may also introduce relevant clue
bias. When writing natural language data (such as generating questions or hypotheses), the habit or subconsciousness
of crowdsourced annotators’ vocabulary can also lead to biases in these association clues.

Recently, some semantic work shows that the multimodal cannot understand images and text well. For example,
[1230] found that the dataset shows that the VQA model is invalid for new images after a series of studies based on
the VQAv1. They can only understand the question but cannot change the answer in time when the image changes.
In addition, the evaluation method of VQA is also debatable. The big model usually tries to solve it as a multi-label
classification task, finding the highest probability among the predefined answer set, which is distinct from various
VQA datasets.

Controversial Metrics The choice of evaluation metrics highly depends on the category of task. The evaluation metrics
of classification tasks are relatively uniform and clear. However, the lack of such a recognized evaluation metric in NLG
is often prone to distortion of the evaluation metric, which cannot truly reflect the capabilities of the BMs. The main
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Fig. 25. Comparison between model performance and human baseline on SuperGLUE Benchmark.

ways to evaluate generation systems are manual evaluation and automated evaluation. Although manual evaluation
is accurate, most tasks are very labor-intensive. Automated ones such as BLEU and ROUGE can evaluate the BMs
easily, but they only measure the similarity between the generated text and the reference answer based on N-gram
overlap. These metrics are only sensitive to changes in vocabulary rather than in sentence semantics or grammar.

Currently commonly used automatic evaluation indicators for image captioning tasks include BLEU, METEOR
[720], CIDE:-D [721], SPICE [722], etc. [1231] conducted detailed research on the correlation of the indicators with
human judgments. As a result, the highest METEOR score correlation with human is only 0.524. Therefore, these
indicators cannot fully measure the quality of the modal generated description. In addition, [I4] also found that
indicators of multimodal on some datasets had reached or even surpassed humans. When they supplemented human
subjective judgments, the inviters need to score the results generated by the model with four ratings (whether the
image is described without any errors, described with minor errors, with a somewhat related description, or with an
unrelated description). The result shows that BLEU@4 surpassed humans in the MSCOCO dataset but still does not
capture the difference between network generation and human descriptions.

Therefore, they have been proved to be far from manual evaluation results repeatedly. The improper use of such
evaluation metrics or the inconsistent metrics is also core issues that have been exposed in the current BM evaluation
and have not been fully resolved.

Unsystematic Aggregation Although multi-task evaluations such as GLUE and CLUE claim general-purpose BM
evaluations, trying to examine the NLU and processing capabilities of the model comprehensively, they are not com-
plete, comprehensive, and systematic. Each evaluation task is separate, and it can only reflect the results on a particular
task in a macroscopic view. The so-called comprehensive evaluation is not “comprehensive”, but simple data aggrega-
tion.

13.3 Challenges of Efficiency Evaluation
13.3.1 Inadequate Metric

Currently, three metrics are commonly used to assess model efficiency but all with inherent limitations: 1) FLOPs, i.e.,
floating-point operations per second. In machine learning, FLOPs are often used to describe the number of operations
required to run a single instance of a given model, which are indicators of the model efficiency. However, since other
factors (e.g., parallelism degree) could also affect the running time, FLOPs only cannot fully represent the actual
inference time. 2) Model Size, including the number of parameters, executed layers, etc., which could also affect models’
computational cost and inference speed, and therefore reflect the model efficiency. However, two models with the same
model size but different architectures could significantly diverge in model efficiency (e.g., LSTM v.s. Transformers).
Consequently, only using model size to assess model efficiency may be inadequate; 3) Actual Inference Time, which
is the most intuitive metric for efficiency evaluation. However, since the actual inference time is heavily related to
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both hardware environment and software implementation, and some algorithms may be hardware-specialized, it is
challenging to make a fair comparison between models run on different infrastructures [1232]. In these cases, it is
critical to propose new metrics which could comprehensively and faithfully assess model efficiency.

13.3.2 Non-standard Comparison

Currently, different studies often adopt different metrics. However, as we mentioned above, all current metrics such as
FLOPs, model size, and actual inference time cannot comprehensively assess the model efficiency, combined with the
various local infrastructures, which might lead to inconsistent, unfair, and unreliable evaluations.

13.3.3 Incomprehensive Benchmark

With the growing scale and computational expense of big models, efficiency has become another critical measurement
besides accuracy when assessing big models for real-world application. Unfortunately, currently most mainstream
benchmarks such as GLUE focus on accuracy more than efficiency. The lack of corresponding standard benchmarks
may stall the progress of model acceleration and compression, and transferring models to new tasks and applying them
in practical systems. ELUE is a promising attempt but still lacks coverage of metrics, tasks, and datasets.

13.4 Future Work on Performance Evaluation

Faced with the current status and problems of BM evaluation, there is much room for further improvement. We will
introduce the directions and suggestions on large model evaluation for further future in this section.

13.4.1 Systematic Evaluation Outlines

Based on the requirements of the interpretability principle and the comprehensive principle, the evaluation of human-
like BM ability needs to be carried out under systematic organization and guidance. Therefore, it is necessary to
establish an evaluation outline in advance, systematically sort out the relevance and organicity between the various
core technologies of NLP and various evaluation tasks, establish a relatively straightforward correspondence between
BM ability and human language ability, and comprehensively count the current NLP items. The technological process.
The evaluation outline can effectively standardize and guide future evaluations, and avoid chaos such as too many
evaluations, uneven quality, and poor interpretability.

13.4.2 High Quality Datasets

We propose to evaluate the quality of natural language processing datasets in terms of reliability, validity, and difficulty
with human test evaluation methods, and develop nine evaluation guidelines (Table for human-like machine
language proficiency evaluation datasets to guide the construction of future large-scale BM evaluation datasets.

Reliability Reliability measures the reliability of the evaluation dataset, including the three basic principles of nor-
mality, accuracy, and consistency. It is an essential guarantee to ensure that the evaluation dataset is reasonable and
reliable.

— Normality The dataset should be equipped with clear records of data acquisition and transformations, etc. Also,
datasets need to be effective in avoiding vacant values and formatting errors without data leakage problems.

— Accuracy The dataset annotation should be accurate, consistent with the annotation principles and schemes devel-
oped prior to the implementation of the annotation work, and ensure that the dataset does not include mislabeled
examples as much as possible.

— Consistency On the one hand, the consistency of annotation among annotators should be measured by quantitative
indicators, such as the kappa coefficient. On the other hand, the annotation of similar annotation objects should be
consistent before and after. For example, in the Chinese word segmentation datasets, the annotation of partitive
words should be consistent before and after the identification criteria.
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Validity This indicator measures the validity of the assessment data set, including the three basic principles of balance,
fitness, and unbiasedness. It is essential to reflect the testing purpose of the assessment task effectively.

— Balance The distribution of different labeling tags, types, or answers in the evaluation data set is balanced. For
example, machine reading comprehension requires temporal, spatial, or retelling abilities and cannot test only one
of these abilities.

— Fitness The data sample can effectively demonstrate the competencies necessary for the task, data providers are
required to argue for their task validity in conjunction with random samples and provide argumentation data.

— Unbiasedness The dataset overcomes the bias factor brought by the habitual factor in the manual labeling process.
Also, it circumvents the bias problem of the receipts themselves through appropriate data selection methods.

Difficulty The dimension states that the difficulty of the evaluation dataset needs to be measured, including three
basic principles of differentiation, quantification, and challenge, and is a reflection of how well an evaluation dataset
differentiates between different models and humans.

— Differentiation There should be some differentiation in difficulty between datasets of the same type of task. The
assessment dataset should have strong discrimination between the abilities of the individual models at the moment,
and the dispersion coefficient of all model results on the leaderboard should be large enough. The evaluation dataset
should be sufficiently discriminative of human ability.

— Quantification Evaluating the quality of a dataset requires more in-depth quantification, with clear calculation
criteria and formulas for measuring the difficulty of different data dimensions.

— Challenge The dataset needs to be challenging enough to fill the gap between the machine model and the human
benchmark; the difficulty needs to be in the realm of what current machine capabilities can reach.

Table 13. Nine evaluation guidelines for human-like machine language proficiency evaluation datasets.

Dimensions Guidelines Main Principles
Normality clear records, avoiding vacant values and formatting errors
Reliability Accuracy accurate annotation, consistent with the annotation principles, few mislabeled examples
Consistency quantitative indicators, consistent annotation of similar objects
Balance balanced distribution of different labels
Validity Fitness the competencies be necessary for the task
Unbiasedness overcomes the bias factor, appropriate data selection
Differentiation differentiation in difficulty, large dispersion, be discriminative of human ability
Difficulty Qualification in-depth quantification, clear calculation criteria and formulas
Challenge be challenging but the difficulty be reachable.

13.4.3 Innovative Evaluation Approaches

Modular Evaluation We propose evaluation modularization for the evaluation organization in the future. Modular
evaluation takes a particular type of labeled data as a component of the evaluation framework. For example, take a
group of unlabeled news domain data as a first-level component Al, label the named entity of data as a second-level
component By, and label the summarization result as a second-level component By. Images related are also used as
a secondary part Bs. A; + By can be used as a text summarization task, and A; + Bs + B3 can be used as a cross-
modal summarization task. This modular evaluation organization model improves the data reusing, and improves the
interpretability and comprehensiveness of the evaluation at the same time. It realizes the separation of additional
feature annotation information and the BM itself, promoting fair comparison of model performance.

Interactive Evaluation In the human interview process, the interviewer may provide information step by step to
guide the interviewer for better answers. The interviewer and the interviewer are in a dynamic interaction state during
the whole process. Drawing on this idea, the evaluation of BM performance can also be designed as a dynamic and
interactive evaluation, guiding the BM to think from different angles and giving target information step by step.
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Dynamically Evaluation A significant reason for the short life cycle of many BM evaluations is the common practice
of fixed test sets. Although the model cannot see the test set data during the training phase, the continuous iterative
comparison process of the model directly refers to the results on the test set. From a long-term perspective, the test set
is used in the form of a “soft development set". In this case, the performance of the BMs on the test set will naturally
improve at a faster rate, which indirectly leads to the weakening of the vitality of the evaluation itself. To alleviate
this situation and enhance the vitality of BM performance evaluation, technologies such as data augmentation and
adversarial attacks can be used to introduce randomly changed test sets during the evaluation process.

Adaptation Evaluation Future work should propose more challenges for big models, and a crucial aspect is adaptation
evaluation. In other words, take the performance under out-of-domain, few-shot, or zero-shot settings into considera-
tion. Classical model performance evaluation often takes the model’s results on the test set with the same distribution
as the training set, which leads to a huge gap in the actual application scenario of the model. In the future, more work
can be focused on various scenarios. Besides relying on test scenarios and real environments in the industry, researchers
can establish application-testing evaluations, using the model’s performance on natural scenes as evaluation results or
as auxiliary information to provide references for evaluation results.

13.4.4 Integrated Evaluation Platforms

As mentioned above, BM performance evaluation can be built into a general platform. For future work, the model
diagnosis probing tasks can be included. We can generate interpretable evaluation results and fine-grained diagno-
sis reports automatically. We look forward to establishing a universal integrated evaluation platform in the future,
organizing universal, interactive, and interpretable evaluation and diagnosis services. Furthermore, it is expected to
provide efficient, accurate, and comprehensive feedback for the research and exploration of BM performance.

13.5 Future Work on Efficiency Evaluation

13.5.1 Comprehensive Efficiency Benchmark

As we mentioned in Section the lack of comprehensive benchmarks, as well as systematic comparison metrics,
could significantly stall big models’ progress. Therefore, it is critical to design accurate, robust, and reliable efficiency
metrics and create large-scale standard and comprehensive efficiency benchmarks for model training and inference.
13.5.2 Standard Efficiency Checklist

Furthermore, we need to design a standard checklist for efficiency evaluation and encourage all researchers to report
comprehensive experimental configurations such as local infrastructures, model architectures, model size, FLOPs,
training, and inference time in each experiment for a fair comparison.

13.5.3 Link to Social Good

As the enormous models are wildly applied to real-world applications, these models’ computational cost and environ-
mental impacts could also be tremendous. Therefore, besides the models’ intrinsic efficiency evaluations, we also need

to consider how to measure the energy cost and potential environmental impacts of models and encourage researchers
to report the related metrics such as carbon emission.

14 Application in Machine Translation
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Fig. 26. Three typical approaches for utilizing monolingual pre-trained language models for MT. (a) Fine-tuning methods. (b)
Component-based methods. (c¢) Adapter-based methods.

14.1 Background

Machine translation (MT) is a technology that leverages computers to translate human languages automatically. Since
the MT concept was formally proposed in 1949 by Warren Weaver, more than 70 years of history have witnessed the
rapid development of MT technology.

Before 2000, rule-based methods relying on handcraft rules were a dominant paradigm for machine translation.
Thanks to the availability of large-scale human-translated parallel corpora in some language pairs (e.g., Chinese-
English) and rich computing resources, the data-driven paradigm has dominated the MT community since the early
2000s. Statistical machine translation (SMT) is first proposed. Word or phrase level translation rules can be auto-
matically learned from parallel corpora with probabilistic models, leading to better translation performance and good
online translation service. However, due to complicated modeling, statistical methods cannot make full use of large-scale
parallel data, and translation quality is far from satisfactory. Since 2013, neural machine translation (NMT), which
models direct mapping between source and target languages in an end-to-end manner with deep neural networks,
has achieved a big breakthrough and achieved remarkable improvements compared to SMT, and even approached
human-level translation quality in some specific scenarios.

It is worth noting that the success of data-driven MT methods heavily depends on large-scale and high-quality
parallel resources. In contrast, rich bitexts are only available in a handful of language pairs such as Chinese-English
and French-English, while nearly 99% of existing thousands of human languages are low-resource languages. Even in
the resource-rich language pairs, the parallel data are quite unbalanced because the bitexts mainly exist in several
domains (e.g., news and patents). That is to say, the lack of a parallel training corpus is very common in most languages
and domains. As a result, making full use of non-parallel data is a big challenge in machine translation. One popular
solution is data augmentation that constructs pseudo parallel data using monolingual data through back-translation,
forward-translation, and other semi-supervised approaches. In conclusion, this kind of method can boost translation
quality in low-resource scenarios but would take a long time for pseudo data construction and may not be ideal.

In recent years, big models such as BERT and GPT are proved to be super powerful in utilizing massive unlabeled
monolingual texts and achieve state-of-art performance in many natural language understanding and generation tasks.
MT researchers have also investigated the big models to figure out the best solution to take full advantage of unlabeled
data in neural machine translation. For one hand, various kinds of big models, such as BERT, GPT, MASS, XLM,
BART, T5, and mRASP, are explored elaborately in MT. On the other hand, different kinds of machine translation
tasks are studied to find the most suitable scenario for BMs. In the remainder of this chapter, we will introduce the
mainstream applications of various BMs in different machine translation tasks.

14.2 Applications of Big Model in Machine Translation
14.2.1 Monolingual Pre-training for MT

The last three decades have witnessed the tremendous success of data-driven MT approaches, such as Statistical Ma-
chine Translation (SMT) [1233/[1234] and Neural Machine Translation (NMT) [4[417,25]. Data-driven MT approaches
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aim to learn a translation model from parallel corpora, avoiding the need for hand-crafted translation rules. Besides
parallel corpora, monolingual corpora are also essential resources for data-driven MT approaches. On the one hand,
parallel corpora are usually limited in quantity, quality, and coverage [1235], which hinders the applicability of data-
driven MT approaches. On the other hand, monolingual corpora, which have proven to be helpful in improving the
fluency of translations [1233][1236], are abundant in amount and easy to obtain. As a result, exploiting monolingual
corpora have become an active research direction in the MT community [1233}[1237,[1236]12351238].

Pre-training, which aims to learn an expressive representation of an input sentence by reconstructing the input from
a partially or corrupted version of it [26,[18][12391288], is a powerful approach for making use of abundant monolingual
corpora [26L[I8.[47.288]. Depending on the number of languages covered by the monolingual corpora, pre-training
can be divided into monolingual pre-training and multilingual pre-training. Monolingual pre-training typically trains
a large neural model on large monolingual corpora that mainly cover one language, with BERT [I8], GPT-2 [26],
MASS [1239], BART [288], and T5 [19] as salient examples. By providing context-aware representations of inputs or
transferring knowledge to task-specific models through initialization and fine-tuning, these BMs have demonstrated
their effectiveness on various natural language processing tasks [261[18][47288].

However, it is challenging to utilize monolingual pre-training for MT, as the objectives of monolingual pre-training
and machine translation differ significantly [1240]. Machine translation is a bilingual task that requires equivalent
transformation between two languages, whereas monolingual pre-training only aims to recover information from an
input of one language. This discrepancy makes directly using monolingual BMs to perform translation tasks infeasible,
and fine-tuning a BM using parallel corpora may suffer from severe catastrophic forgetting problem [1241)[1242]. To
address this challenge, researchers have proposed various methods, which can be roughly divided into three categories:
fine-tuning methods [1239,[19.[124T], component-based methods [1243[1244[1240], and adapter-based methods [288],
1242/[1245]. The difference between the three approaches is illustrated in Fig.

Fine-tuning Methods Fine-tuning methods first use a big model to initialize a part or whole parameters of a transla-
tion model and then use bilingual data to train the translation model. This approach is a prevalent way of leveraging
pre-training to other NLP downstream tasks [I8]. For machine translation, due to architectural and objective differ-
ences between pre-training and machine translation, it is challenging to fine-tune a big model for translation tasks. To
mitigate the architectural difference, Song et al. [1239] propose MASS, which uses an encoder-decoder architecture that
is the same with neural machine translation models. Therefore, directly fine-tuning MASS with bilingual data becomes
feasible. Song et al. [1239] demonstrated that fine-tuning MASS with bilingual data could significantly outperform a
baseline system without any pre-training in low-resource scenarios. Raffel et al. [19] report similar observations using
T5 model instead of MASS. However, Yang et al. [1241] indicate that simply fine-tuning an MT model initialized by a
big model often leads to diminishing gains as the amount of bilingual data increases. They conjecture that this observa-
tion is related to the well-known catastrophic forgetting problem and propose a concerted training approach for using
the BERT model. The concerted training approach consists of three techniques: an asymptotic distillation, a dynamic
switching gate, and a scheduled learning rate policy. First, the asymptotic distillation is used to ensure that the MT
model can retain knowledge from the BERT model by adding a distillation objective. Then, the dynamic switching
gate is used to avoid catastrophic forgetting of knowledge from BERT model by lowering the update frequency of the
BERT model. Finally, the scheduled learning rate policy is used to allow different learning paces of fine-tuning the
BERT and training of MT. Yang et al. [1241] show that the performance of MT improves significantly with concerted
training and BERT on rich-resource language pairs, such as English-German, English-French, and Chinese-English
translation tasks.

Component-based Methods Component-based methods treat a big model as a component of a translation system. In
component-based methods, big models are fixed during the training of MT models, therefore avoiding the catastrophic
forgetting problem that the fine-tuning methods may face. Edunov et al. [1243] investigate the use of ELMO model [289]
for MT. They find that first using a source-language ELMO model to provide contextual-aware representations and
then feeding the representations to a Transformer model can significantly improve the performance of MT in low-
resource scenarios. Zhu et al. [1244] explore effective ways to incorporate BERT into neural machine translation. They
propose a BERT-fused model in which the representation from a source-language BERT is fed into all layers of a
Transformer model rather than only serving as input embeddings. The BERT-fused model significantly outperforms
a Transformer model on both low-resource and rich-resource translation tasks by leveraging BERT models trained on
the source language. Weng et al. [1240] propose an APT framework for making use of both source-side and target-side
big models into NMT. Their approach consists of a dynamic fusion mechanism and a knowledge distillation paradigm.
The dynamic fusion mechanism is used to fuse general knowledge from a source-side big model into the NMT encoder.
The knowledge distillation paradigm is used to transfer knowledge from a target-side big model into the NMT decoder.
Weng et al. [I1240] investigate the effects of different combinations of incorporating both source-side and target-side
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GPTs and BERTs and find that incorporating a source-side BERT and a target-side GPT is the best performing
variant.

Adapter-based Methods Different from fine-tuning methods and component-based methods, adapter-based methods
aim to use big models to perform translation tasks directly. As in monolingual pre-training, big models are trained
on monolingual data covering one language. This approach needs an adaption of one or more big models, in which
a neural network component (i.e., the adapter) is introduced to mitigate the missing information. Lewis et al. [288)]
investigate using BART, which is a big model with encoder-decoder architecture, to perform translation tasks. Instead
of using fine-tuning, Lewis et al. [288] replace the inputs of BART model with the outputs from a new Transformer
encoder, leaving the BART model as the decoder of an MT system. Despite its simplicity, this approach achieves
comparable performance with state-of-the-art Transformer models. Stickland et al. [1245] further extends this method
with a “within-network” adapter, which introduces small trainable feed-forward neural networks to each layer of the
encoder of the BART model. With adapter layers, the performance of BART model adapted to translation tasks can
be further improved. Guo et al. [1242] take a dramatically different approach. They combine a source-side BERT
and a target-side BERT with adapter modules to generate translations. The adapter modules are also feed-forward
neural networks inserted between BERT layers and fine-tuned using parallel data. When adapted to autoregressive
translation, Guo et al. [1242] show that the method can achieve a translation performance that is on par with the state-
of-the-art BERT-fused method. When adapted to non-autoregressive translation, the method consistently outperforms
the autoregressive Transformer baseline and reduces the inference latency by half.

Limitations Despite these successes, monolingual pre-training for MT has limitations. As monolingual pre-training
only involves one language, it is inherently incapable of learning cross-lingual knowledge, which is important to machine
translation as it always involves more than two languages. Multilingual pre-training, which we shall discuss in the next,
offers a potential solution to this problem.

\

=

14.2.2 Multilingual Pre-training for MT

<En> | love you. <Fr> Je t'aime.
<De> Ich liebe dich.  <Es> Te quiero.
<lt> ti amo.

Fig. 27. Sentences with the same semantics across different languages should have similar representations.

While monolingual pre-training methods are working very well for machine translation tasks, there are still some
limitations for this direction. First, big models such as BERT and MASS are only involved with monolingual data,
making it challenging to initialize the entire parameter of the machine translation model. Further, monolingual pre-
training ignores the cross-lingual information, which is crucial for machine translation — a natural multilingual problem.
Multilingual pre-trained methods were proposed to address this issue. As can be seen in Fig. it makes a simple
assumption that sentences with the same semantics across different languages should have similar representations.
Multilingual pre-training has a great potential to project different languages in a shared space. Thus it is beneficial to
machine translation.
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Similar to monolingual pre-training, multilingual pre-training has two research lines for machine translation. The
first is the fusion style, which introduces cross-lingual language model pre-training for NMT. It can be viewed as a
multilingual extension of BERT-based pre-training focused on the text’s encoder, decoder, or reconstructing parts.
The difference is that multiple languages are involved in a single model. The second approach relates to multilingual
sequence to sequence pre-training. It usually introduce de-nosing objective to train a complete sequence to sequence
model, that the full parameter of NMT can be pre-trained. In this section, we will first give a brief introduction of the
multilingual fused pre-training methods. Then, we will introduce the multilingual sequence to sequence pre-training
methods. Finally, we will talk about the future directions.

Multilingual Fused Pre-training extends the monolingual approach to multiple languages and shows the effectiveness
of cross-lingual pre-training. The pioneering work about this direction is based on BERT and proposes a cross-
language model pre-training method [303]. It proposes two methods to learn cross-lingual language models (XLMs):
one unsupervised that only relies on monolingual data, and one supervised that leverages parallel data with a new cross-
lingual language model objective. For language modeling, they investigate both casual language modeling (CLM) and
mask language modeling (MLM). Both the CLM and MLM objectives are unsupervised and only require monolingual
data. For improving cross-lingual pre-training, they introduce a new translation language modeling (TLM) objective.
They consider cross-lingual language model pre-training with either CLM, MLM, or MLM is used in combination with
TLM. After pre-training, they use these models to initialize the encoder and decoder of the NMT model. Finally, they
evaluate the BM on both supervised NMT and unsupervised NMT. On unsupervised machine translation, they show
that MLM pre-training is extremely effective. Similarly, they also obtain big improvements in supervised machine
translation. They also have some interesting findings, that 1) Adding more languages improves performance on low-
resource languages due to positive knowledge transfer. 2) Sampling batches more often in some languages improves
performance in these languages but decreases performance in other languages.

Sharing a similar idea with XLMs [303], researchers propose different ways to capture the rich cross-lingual context
of words and phrases. ALM extends TLM in a sentence, which alternately predicts words of different languages [1246].
They suggest that Mixing Chinese and English words can draw the distribution of source language and target language
in the same space. XLM-T extends the BMs to multilingual translation scenarios [I1247]. They initialize MT encoder
and decoder with pre-trained cross-lingual encoders and fine-tune the model on multilingual parallel data. XLM-T
achieves much better performance on the low-resource languages and is worse on the high-resource languages.

Who am | ? </s> Where did | come from ? </s> <En> Fh$ 2?2 </s><Ja>

—— T e -—’ e
Where did __ from ? </s>Who __| __ </s> <En> <En> Who am | ? </s> Where did | come from ? </s> / Who am | ? </s> <En> <Ja>Fh X FE? </s>

FhUe & . </s> BIZBE ., </s><Ja> \ Well then . </s> See you tomorrow .</s> <En>
Transformer Decoder Transformer Decoder
Doc-MT

__ BB . <s>Fh _</s><Ja> <Ja>EN U» & . </s> BRI BB . </s> ENUr &, </s> B BA. <s><a> <En> Well then . </s> See you tomorrow .</s>

Multilingual Denoising Pre-Training (mBART) Fine-tuning on Machine Translation

Fig. 28. mBART extends BART to multilingual settings and verifies on different translation tasks.

Multilingual Sequence to Sequence Pre-training Different from other fused pre-training approaches for MT [303],
[1246], multilingual sequence to sequence pre-training is a complete autoregressive Seq2Seq model. mBART is a repre-
sentative study of sequence to sequence pre-training. As shown in Fig. it is trained by applying the BART [288] to
large-scale monolingual corpora across many languages. The input texts are noised by masking phrases and permuting
sentences, and a single Transformer model is learned to recover the texts. mBART is trained on 25 languages and eval-
uated on unsupervised NMT, supervised NMT, and document NMT tasks. As a benefit of multilingual pre-training,
mBART can improve performance even with fine-tuning for languages that did not appear in the pre-training corpora.
Experiments show substantial improvements on low resource and medium resource translation but slightly hurts per-
formance when over 25M parallel sentences are available. The main reason is that supervised training is supposed to
wash out the pre-trained weights on large scale fine-tuning.

In parallel, there is a bulk of work exploring different multilingual pre-training methods. Different from mBART,
Code-Switching Pre-training CSP [1248] replaces a sub-span of the source sentence with their lexical translation in-
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stead of “MASK” tokens. In this way, the model learns better from the cross-lingual context. Multilingual Random
Aligned Substitution (mRASP) [1249] is a multilingual pre-training method. Different from mBART, mRASP uses
parallel multilingual sentence pairs as the pre-training corpus. The key idea in mRASP is its technique of randomly
aligned substitution, which brings words and phrases with similar meanings across multiple languages closer in the rep-
resentation space. They pre-train an mRASP model on 32 language pairs jointly with only public datasets. They carry
out extensive experiments on 42 translation directions across diverse settings, including low, medium, rich resources,
and transferring to exotic language pairs. mRASP2 [1250] extends mRASP to a larger scale pre-training corpus and
introduces sentence-level contrastive learning objectives to close the semantic gap between different languages.

Future Direction Multilingual pre-training has shown great success on machine translation tasks, while the challenge
remains. The first is about the model size. As different languages are crowded in a single model, the multilingual BM
often needs a larger capacity to capture the rich cross-lingual information. Taking mBART as an example, it has 12
transformer layers and 80,000 vocabulary size to achieve better performance, which is much larger than a typical NMT
model. How to develop an effective multilingual BM still needs further research. Second, most multilingual pre-training
methods achieve substantial improvements on low or medium resource translation tasks, but the improvements on rich
resource tasks are not significant enough. Most importantly, the interpretability of transfer learning in multilingual
pre-training methods is not well explored and needs further exploration. Understanding how cross-lingual information
transfers will benefit the research in this direction.

14.2.3 Pre-training for Speech Translation

Speech translation is the translation of speech in one language, typically to text in another. According to the represen-
tation type of target language, speech translation can be divided into speech-to-speech translation and speech-to-text
translation. Here we focus on speech-to-text translation, the task of translating acoustic speech signals into text in
a foreign language [125I]. The traditional speech translation models are based on a consecutive cascaded pipeline
of automatic speech recognition (ASR) and machine translation (MT) systems [1252\1253l[1254]. Fig. |29 (a) shows
a cascaded speech translation framework, in which the ASR system aims to recognize source language speech into
the source language text. Then the MT system translates the recognized source language text into target language
text. However, these two-stage methods suffer from several problems: (1) serious error propagation, e.g., recognition
errors lead to more translation errors; (2) high computation requirements and low translation efficiency, and (3) loss
of paralinguistic and non-linguistic information, such as emotion and prosody. The recent successful applications of
deep learning to both individual tasks have enabled new opportunities through joint modeling, in what we today call
end-to-end speech-to-text translation (dubbed ST), which employs an encoder-decoder model to convert the source
language audio sequence to the target language text sequence directly, as shown in Fig. (b). Such models not only
have lower inference latency, but they also do not suffer from the problem of errors that propagate from one component
to the next.
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Fig. 29. (left) The cascaded speech translation system; (right) The end-to-end speech translation system.

Although the end-to-end speech translation model solves the problems existing in the cascaded model, it also faces
several challenges. The biggest challenge of ST is data scarcity: lack of sufficient data to train an ST model for many
language pairs. Relatively speaking, there are lots of training data for speech recognition and text translation. However,
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the parallel data directly from source language speech to the target language text is minimal [1255,[1256]. Second,
the ST system still suffers from high modeling complexity due to modality disparity [1257,1258]. Compared to ASR,
which only needs to learn how to generate the text sequence corresponding to the speech, leveraging the monotonous
alignment of input and output, and MT, which only needs to learn the mapping between different languages, without
involving modality transformation, ST is difficult to train because the transformation from source speech inputs to
target text outputs is much more complicated than ASR and MT. Pre-training is proposed to address these problems
by (1) incorporating additional ASR and MT data and (2) incorporating unlabeled speech and text data.

Pre-Training with Labeled MT/ASR Data

Pre-training is proposed to incorporate additional ASR and MT data and reduce dependency on scarce end-to-end
data. The common way in pre-training is to use an ASR encoder and an MT decoder to initialize the parameters of the
ST network correspondingly [1259,[1255[1260], as shown in Fig. [30fa). The ST encoder is responsible for transcribing
the speech, extracting the syntactic and semantic knowledge, and learning cross-lingual semantics simultaneously,
which is more challenging to train than the MT encoder. To strengthen the modeling ability of encoder, Bansal et al.
[1255] introduced the idea of pre-training an end-to-end ST system using additional ASR training data, where they pre-
trained the model on a high-resource ASR task, and then fine-tuned its parameters for ST. Further experiments show
that pre-training on ASR helps ST even when the ASR language differs from both source and target ST languages.
To reduce the burden of the encoder, Wang et al. [I261] proposed a curriculum pre-training method that includes
an elementary course for transcription learning with ASR loss, and two advanced courses with frame-based masked
language model loss and a bilingual lexicon translation loss, in order to teach the encoder syntactic and semantic
knowledge in the pre-training stage.

Another line of work attempts to pre-train a better ST decoder with MT dataset [I262,[1263]. Alinejad et al. [1262]
studied the impact of pre-training an AST decoder using an MT model and proposed an adversarial regularizer to
bring the encoder representations of the ASR and MT tasks closer even though they are in different modalities. The
combination of ASR and MT in a single ST model poses a heavy burden on the direct cross-modal cross-lingual
mapping. To reduce the learning difficulty of decoder, Liu et al. [1264] proposed a knowledge distillation approach to
improve ST model by transferring the knowledge from the text translation model, and Dong et al. [I263] proposed a
consecutive decoding strategy, where the key idea is to generate source transcript and target translation text with a
single decoder. By pre-training the decoder, the proposed model can directly make better use of the additional large
parallel data of MT to enhance the ST training.

Furthermore, Bansal et al. [I259] improved the end-to-end ST model with the pre-training method and multi-task
learning method when given labeled ASR and MT data. Stoian et al. [1265] conducted massive experiments with
pre-training on datasets of varying sizes to verify language relatedness or size of the pretraining data yield the biggest
improvements. They found that pre-training on a larger amount of data from an unrelated language is much better
than pre-training on a smaller amount of data from a related language. Above pre-training work on labeled MT and
ASR data still suffers from the vast gap between pre-training and fine-tuning. To address these issues, Wang et al.
[1266] proposed a tandem connectionist encoding network, which is pre-trained on CTC-based ASR task and MT
task in the pre-training stage, and bridges the gap by reusing all subnets in fine-tuning, keeping the roles of subnets
consistent, and pre-training the attention module.
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Fig. 30. (left) Pre-train with labeled ASR/MT data; (right) Pre-train with unlabeled speech/text data.



110

Pre-Training with Unlabeled Speech/Text Data

Although the above studies of pre-training with labeled ASR and MT data can accelerate the model convergence
and boost the translation quality of ST, parallel ASR data and MT data are still limited, so many works attempt
to pre-train an ST model with large-scale unlabeled speech or text data [1267.[1268,[1269,1256]. Compared to text
representation learning, there are some challenges in self-supervised approaches for speech representation learning
because speech signals are continuous-valued sequences. First, each input utterance in audio has multiple sound
units, and there is no prior lexicon of discrete sound units available during the pre-training phase, as the word
in NLP applications. Second, sound units have variable lengths with no explicit segmentation in pre-training, and
unknown boundary and lexicon complicate masked prediction pre-training like BERT. To deal with these problems,
lots of speech BMs are proposed to model audio signal by leveraging unlabeled speech data, such as wav2vec [1270],
wav2vec 2.0 [I1271], HuBERT [1272], and wavLM [1273]. wav2vec [1270] is a simple multi-layer convolutional neural
network optimized via a noise contrastive binary classification task on large amounts of unlabeled audio data. They
further introduced wav2vec2.0 [I271] which masks the speech input in the latent space and solves a contrastive task
defined over contextual representations in the masked region and quantization of the latent representations. Instead
of using contrastive learning, HuBERT [1272] employed a BERT-like pre-training method that benefits from an offline
clustering step to generate noisy labels. Furthermore, WavLM [1273] is built based on the pre-training strategy of the
HuBERT with utterance mixing strategy and the grep structure change for the Transformer. w2v-BERT [1274] is a
framework that combines contrastive learning and mask language model, in which the contrastive module is designed
for discretizing continuous speech and a masked prediction module performs masked language modeling with the
discretized speech.

Some researches focus on pre-training an encoder based on general-purpose acoustic models (e.g., wav2vec 2.0),
or pre-training a decoder based on general-purpose language models (e.g., mBART). To model speech signal better,
a line of work attempted at leveraging BM from unlabeled speech as a feature extractor to represent speech signal
[1269,1275,[1267]. After pre-training, they input the representations produced by the BM to the ST encoder instead
of MFCC and log Mel-filterbank in conventional methods. Another line of work explored a more direct approach
by learning an ST encoder in a self-supervised fashion only on the speech side [1268,1256]. In [I268], they instead
proposed a simple technique to learn a robust speech encoder in a self-supervised fashion only on the speech side,
which can utilize speech data without transcription. The proposed model masks certain portions of the speech input
randomly and aims to recover the masked speech signals with their context on the encoder side. Wang et al. [1256]
constructed a sequence-to-sequence model with attention by adding a randomly initialized decoder model on top of
a wav2vec 2.0 encoder. They presented a comprehensive study of the impact of existing semi-supervised learning
techniques on ST and showed that they greatly reduce the need for additional supervision in the form of labeled ASR
or MT parallel data. Moreover, Dong et al. [I276] proposed a listen-understand-translate model, in which the proposed
framework utilizes a pre-trained BERT model to enforce the upper encoder to produce as much semantic information
as possible, without extra data. Le et al. [I277] has presented a study of adapters for multilingual ST and shown that
language-specific adapters can enable a fully trained multilingual ST model to be further specialized in each language
pair.

Recently, representation learning of jointly modeling speech and text has received more and more attention because
many pre-training methods still suffer from a limitation that they only learn from one input modality, while a unified
representation for both speech and text is needed by tasks such as end-to-end speech translation. Zheng et al. [1278§|
proposed a fused acoustic and text masked language model which jointly learns a unified representation for both
acoustic and text input from various types of corpora that combines speech and text. Ye et al. [I279)] presented a cross
speech-text network, an end-to-end model for speech-to-text translation, which takes both speech and text as input
and outputs both transcription and translation text. Xu et al. [I280] proposed a stacked acoustic-and-textual encoding
method for ST, where the encoder begins with processing the acoustic sequence as usual, but later behaves more like an
MT encoder for a global representation of the input sequence. Bapna et al. [I281] built a single encoder with the BERT
objective on the unlabeled text together with the w2v-BERT objective on unlabeled speech. In addition to unlabeled
speech and text data, the above work also requires pairs of ASR data or MT data to learn joint representation. In
order to break through this limitation, Ao et al. [I282] proposed a unified-modal SpeechT5 framework that explores
the encoder-decoder pre-training for self-supervised speech /text representation learning, as shown in Fig. b). They
converted all spoken language processing tasks into a speech/text to speech/text format and proposed a novel joint
pre-training method to utilize cross-modal information by leveraging the unlabeled speech and text data. The proposed
SpeechT5 can support generation tasks such as automatic speech recognition and speech translation. Li et al. [1258]
presented a simple yet effective approach, which only fine-tunes the layer norm and attention parameters of BMs, to
build multilingual ST through efficient transfer learning from a pre-trained speech encoder and text decoder.

Future Directions
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In recent years, speech translation has made great progress due to deep learning and pre-training methods. Recently
several extensions of these pioneering works were introduced: low resource ST [1255], unsupervised ST [1283], end-to-
end speech-to-speech translation (S2ST) [12841[1285], robust ST [1286,1287], multilingual ST [128§], and simultaneous
translation [I1289]. Particularly, speech to speech translation is highly beneficial for breaking down communication
barriers between people who do not share a common language. Compared to cascaded systems, S2ST systems have
some potential advantages: 1) S2ST has reduced computational requirements and lower inference latency; 2) It can
avoid error propagation across components by training end-to-end; 3) S2ST can retain paralinguistic and non-linguistic
information during translation, such as speaker’s voice and prosody; 4) S2ST can work on languages without written
form and is easier to generate pronunciations of words that do not need to be translated, such as names and proper
nouns. In practice, S2ST still suffers from data scarcity and low performance, and it is promising to improve the
translation quality by leveraging self-supervised pre-training, such as generative spoken language model (GSLM)
[1290] spoken encoder-decoder pre-training framework SpeechT5 [1282].

Besides, simultaneous translation, which performs translation concurrently with the source speech signal, is widely
useful in many scenarios such as international conferences, negotiations, press releases, and legal proceedings. The
conventional cascaded approach uses a pipeline of streaming ASR followed by simultaneous MT, but suffers from error
propagation and extra latency. Recently, with rapid improvements in machine translation, speech recognition, and
speech synthesis, there has been exciting progress towards end-to-end simultaneous translation [129T1[1289]. Current
BMs for speech translation are, such as wav2vec [1271] and HuBERT [1272], which build on a bidirectional Transformer
encoder and are not fully suitable for simultaneous translation. Hence, how to effectively pre-train a streaming model
is also a very promising research direction.

Although a series of methods have been proposed to address the challenges of speech translation, data scarcity is
still the key problem for end-to-end speech translation and how to make more effective use of pre-training technology
is a direction worth exploring. Future work includes (1) joint pre-training with aligning speech and text, (2) effectively
pre-training with faster speed and fewer resources, and (3) effectively fine-tuning from pre-trained speech and text
model. First, most existing pre-training methods still only learn from one input modality, while a unified representation
for both speech and text is needed by tasks that need modality transformation. Although some work attempts to jointly
pre-train a model with speech and text data, they can not bridge the modality gap between speech and text, and they
can not really align the acoustic feature and text phoneme like unsupervised ASR [1292]. Second, previous pre-training
methods, especially for the speech model, need lots of GPU resources and computational time. For example, based on
HuBERT Base, HuBERT Large and X-Large extract features from the 9-th transformer layer of the second iteration
HuBERT Base for clustering and use those labels for training on 128 and 256 GPUs, respectively, for 400k steps.
So this is a practical research direction, which will promote the development and broad application of pre-training
technology. Third, at present, there are a large number of BMs (e.g., wav2vec, HuBERT, BERT, and BART) that have
been pre-trained individually. Effectively fine-tuning an ST model from existing pre-trained speech and text models is
worth exploring as well.

14.2.4 Pre-training for MT Evaluation

Evaluating machine translation systems is challenging because for one source sentence, there are diverse corresponding
target translations, and it is time-consuming and labor-intensive to always employ human translators for machine
translation evaluation. In order to automatically evaluate machine translation systems, some researches propose to
directly compare system outputs and human-annotated references at the surface level. For instance, BLEU [719] simply
counts the n-gram overlap between the system output and the gold reference, and TER [1293] measures the amount
of editing that a human would have to perform to change the system output to exactly match the reference. Although
these metrics - which estimates translation quality based on surface-level similarity - are easy to use, they can not
effectively capture the semantic-level similarity between system outputs and gold references, which is more critical for
translation quality estimation [1294].

Inspired by the finding that the representations learned by BMs are useful semantic features [I820], many re-
searchers direct their attention to semantic-level translation quality estimation using BMs [12951294]. Such kind of
pre-training based evaluation methods can be roughly divided into two categories: reference-based metrics that require
human-annotated references and reference-free metrics that estimate the quality of system outputs using no references.
We will introduce some representative methods for both two categories of evaluation metrics.

Reference-Based Evaluation
Reference-based evaluation metrics estimate the quality of system outputs based on their similarity compared with

gold references. Rather than simply consider the surface-level similarity, we will introduce some evaluation metrics
that compare system outputs and references using semantic representations learned by BMs.
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Meant 2.0 [1295]: uses the word embedding proposed by [51] to calculate the lexical similarity, which is then used
to compute the phrasal similarity between the semantic frames extracted from system outputs and gold references.
Specifically, a shallow semantic parser is used to extract semantic frames. Using word embeddings, Meant 2.0 can
exploit semantic-level word alignment rather than surface-level exact match. However, the word representation
used in Meant 2.0 is not context-aware, limiting this evaluation metric’s effectiveness, especially for words that
have various meanings. Moreover, Meant 2.0 relies on the semantic parser, which may be noisy in some cases and
even not available for some low-resource languages.
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Fig. 31. Illustration of different versions of YiSi. The dashed arrow means that the semantic parser is optional. YiSi-O only
uses hypotheses and references to estimation translation quality, while YiSi-1 utilizes additional continuous embeddings and a
semantic parser. YiSi-2 is different from the former two versions mainly because YiSi-2 is reference-free, which uses cross-lingual
embeddings to estimate the similarity between inputs and references.

YiSi [1296] is a unified semantic MT quality evaluation and estimation metric for languages with different levels
of resources. The basic idea of YiSi is similar to Meant 2.0, but YiSi uses the output of BERT [I8] as context-
aware representation. Fig. 3] plots different versions of YiSi. YiSi-0 uses the longest common character sub-string
accuracy to evaluate the similarity between system outputs and gold references, which is still a surface-level metric.
YiSi-1 employs additional embeddings to compute cosine similarity as the lexical similarity at the semantic level.
Optionally, YiSi-1 also uses a semantic parser to estimate the structural semantic similarity. YiSi-2 is a cross-lingual
variant of YiSi-1, which uses cross-lingual embeddings to directly estimate the lexical similarity between source
sentences and references. YiSi-2 is designed for languages whose references are difficult to obtain.
BERTScore [1294] also computes lexical similarity using contextual embeddings, which requires no external tools
to annotate linguistic structures. Fig. [32] gives an example of the computation of BERTScore, which contains three
stages: pairwise cosine similarity estimation, greedy matching, and importance weighting. The experiments across
several scenarios indicate that BERTScore is an effective metric for evaluating system outputs against golden
references. The authors also use an adversarial paraphrase detection task to show that BERTScore is more robust
to challenging examples compared with previously proposed evaluation metrics.
BLUERT [1297] is metric using transfer learning to directly predict the quality score of system outputs. Formally,
given a system output X and a reference x, BLEURT firstly maps the sentence pair (x,X) into a continuous vector
using BERT: vggrr = BERT(x,%X). The vector vpgrr is then fed into a linear transformation to predict the
quality score:

1y = WVBEgRT + b, (24)

where W and b are both trainable parameters. The training process of BLEURT counsists of three stages: (a)
initializing the model using a pre-trained BERT; (b) training the model on large-scale synthetic data, where X is
obtained through randomly perturbing sentences from Wikipedia, and the quality score is automatically labeled
using existing metrics (e.g., BLEUScore, BLEU, ROUGE); (¢) fine-tuning the whole model towards human ratings
using a regression loss. Unlike previous semantic-level evaluation metrics that leverage BMs to extract semantic
representations, BLEURT fine-tunes the BM into a quality estimation-oriented model to predict translation quality.

Other studies use BMs to perform a reference-based evaluation for machine translation systems. [1298] propose

a hybrid model to predict the quality score. Specifically, they fine-tune two RoBERTa [291] models on the STS-B
and MNLI benchmarks to estimate the semantic similarity and logical entailment between system outputs and gold
references. They also use the perplexity of GPT-2 [47] as the measurement of sentence intelligibility. All the three types
of scores are then aggregated using a neural network into a single quality score, which is then bounded between 0 and
1 through a neural calibrator. [1299] find many embedding-based evaluation metrics (e.g., BERTScore [1294], earth
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Fig. 32. Illustration of the computation of BERTScore. Given the system outputs and gold references, BERTScore firstly
estimates the pairwise cosine similarity based on BERT representations. The complete score matches each reference token to
an output token to compute recall, and each output token to a reference token to compute precision. BERTScore uses greedy
matching to maximize the matching similarity score, which means that each token is matched with the most similar token in
the other sentence. Optionally, BERTScore uses the inverse document frequency (i.e., IDF) as the importance weight for each
token when estimating the precision and recall.

Original
A string that contains only
uppercase letters.

Fommmmeees *> similarity: 0.00

Round-Trip Translated
A string that contains only no more than 3| . [A-Z]
uppercase letters.

Fig. 33. An example of SemMT. Both the original and round-trip translated sentences are abstracted using regular expressions.

mover’s distance) correspond to the optimal transport problem, they further propose a family of new evaluation metrics
based on more general unbalanced optimal transport problem, namely lazy earth mover’s distances. [I300] propose the
language model augmented relevance score (MARS), which uses off-the-shelf language models to generate augmented
references based on both the input and the human-annotated reference. The system outputs are evaluated using both
the human-annotated reference and the augmented references. Experiments show that MARS higher correlation with
human reference judgements than several previously proposed metrics on many NLG tasks.

Reference-Free Evaluation

Since high-quality references are unavailable for many languages and domains, many researchers attempt to develop
reference-free evaluation metrics, which estimate the quality of system outputs based on only the source-language
inputs. Compared with reference-based metrics, reference-free metrics are more flexible and scalable. We will describe
some pre-training based reference-free evaluation metrics in this section.

— SemMT [1301] applies round-trip translation to measure the semantic similarity between the original and translated
sentences. This metric assumes that the semantics concerning logical relations and quantifiers can be captured by
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regular expressions (or deterministic finite automata). More concretely, the authors use regular expressions to
abstract the original and round-trip translated sentences and then calculate the similarity using the abstracted
sentences. The resulting SemMT is able to detect logical translation errors, such as “include” vs. “exclude”’, and “at
least” vs. “at most”, which are difficult to capture for lexical and syntactic metrics. Fig. 33| plots an example for
the computation of SemMT.

— KoBE [1302] is a simple and effective metric that grounds the entities detected in the source and translated
sentences and then calculate the recall of the grounded entities found in the translated sentence vs. those found in
the source sentence. KoBE is potentially effective in detecting under-translation of entities, which is a widely-cited
weakness for neural machine translation [1303[1304].

— SentSim [1305] combines sentence-level similarity measures with previously proposed metrics to improve correlation
with human ratings. The authors demonstrate that their method performs well in reference-based and reference-free
evaluation tasks.

There are also some other studies concerning reference-free machine translation evaluation. [1306] propose to train
a quality estimation model which takes in source-language inputs and system outputs and output the quality score.
Their model is trained using two tasks: score a translation and rank two translations. Human assessors’ scoring and
ranking results can be used as training data for the two tasks, respectively. [I307] adopt the semantic embeddings of
pre-trained languages to perform round-trip translation based quality estimation, and they also find that the proposed
evaluation method is robust to the choice of the backward translation system. [I308] systematically investigate a range
of metrics based on cross-lingual big models and find that there exists a semantic mismatch between representations
of mutual translations. They thus propose a post-hoc re-alignment method to reduce this mismatch. Moreover, they
also employ an additional language model to better punish translationese, i.e., low-quality literal translations [I309].
[1310] leverage pre-trained multilingual NMTs model to score system outputs with references. Surprisingly, they find
that when scaling up the NMT model, the score predicted by the model can match the performance of BLUE.

Future Directions

Most existing pre-training based machine translation evaluation metrics adopt the idea of utilizing the semantic
representation learned by big models to estimate the similarity between system outputs and gold references (reference-
based metrics) or between system outputs and source-language inputs (reference-free metrics). Inspired by the recent
success of language model prompting, we may directly use natural language sentences as prompts to steer extremely-
large language models to predict the quality score in the future. Moreover, we can evaluate machine translation systems
in more aspects beyond translation quality, such as the cultural bias, the sentiment, the readability, or the text style,
which are essential in some specific application scenarios.

14.3 Challenges and Future Directions

We can easily see that many research works address the application of BMs in neural machine translation, and
some successes have been achieved. However, compared to other NLP tasks, the application of BMs could not make
a breakthrough in translation quality, and it usually cannot outperform the data augmentation methods like back-
translation when dealing with unlabeled data. Here, we present some challenges that may hinder big model applications’
success.

14.3.1 Objective Divergence

We know that almost all BMs are optimized with self-supervised objectives. For example, language models, masked
language models, and reconstruction loss are employed to serve as objectives. All the objectives except language models
can be formalized as a mapping from an input corruption to the original input or a variant of the input. The language
model utilizes the prefix to predict the next token. Therefore, most of the BMs learn transformations only in the
semantic space of the same language and can lead to powerful general representations for that language. Accordingly,
they are usually employed to enhance the encoder or the decoder of an NMT model instead of directly augmenting
the end-to-end encoder-decoder model.

In contrast, machine translation aims to transform the semantic space in one language to the semantic space in
another language. That is to say, cross-lingual mapping is the critical component to learning. Its cross-lingual objective
is very different from the monolingual objectives of the big models. The objective divergence may be one of the key
factors that hinder the success of the BMs in NMT. Thus, one potential future trend is to bridge the gap between the
two kinds of objectives.
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14.3.2 Exploration of Diverse Data

Currently, texts are the main research target in machine translation, and speech also attracts more and more attention.
Text-based and speech-based BMs are now available and are applied to NMT. However, machine translation is not
only about a single modality, and different modalities such as text, speech, and visual information are all helpful to
improve translation quality. Unfortunately, it is rare to see that multimodal BMs are well investigated in machine
translation. It is an attractive research topic and could be a future trend.

In addition, the current application follows a decoupled methodology. Namely, we first learn a big BM on massive
unlabeled data, and then employ this big model to enhance the NMT model on labeled bilingual data. This kind of
usage cannot take full advantage of diverse data. It remains a challenge to learn an MT-oriented BM that fully utilizes
diverse data resources such as unlabeled monolingual texts and labeled bilingual corpora. We believe that it must be
an exciting research trend.

15 Application in Text Generation

Author:l: Haoran Li", Junwei Bao®, Yingwei Pan”, Xiaodong He™

15.1 Background

Text generation is a task to convert the input, linguistic or non-linguistic, into text [414415[416], with a series of
important applications in the real world, such as machine translation [417,[4184], text summarization [419[420,421],
dialogue response generation [422|[423[424], image captioning [I4L425,[426], and so on. Generally, a qualified output
text should be fluent, grammatically correct, semantically logical, faithful to the input, and easy to understand.

From the input view, text generation tasks can be divided into text-to-text generation, data-to-text generation, and
vision-to-text generation. The text-to-text generation task takes text as the input and automatically generates another
piece of text as output, for example, translating text from one language to another, condensing multiple documents into
summaries, and generating responses for given conversation contexts. The data-to-text generation task automatically
generates text from non-linguistic data, for example, producing weather forecasts from graphical weather predictions,
generating sports reports from game records, and mapping entities and relations into a description. The vision-to-
text generation task aims to generate text for given visual information in the forms of image or video, for example,
describing image or video with text, answering questions related to the image or video, and generating stories for a
sequence of images.

From the view of method, text generation can be classified into rule-based models, statistics-based models, and
neural-network-based models. Rule-based models dominated the field before the 2000s, among which template-based
approaches [I3TILI3T2I[1313] are the most commonly adopted. These methods directly map non-linguistic input to
the linguistic surface structure [I314] relying on hand-crafted templates, which limits their applications in more
sophisticated scenarios.

Availability of large-scale annotated corpora enables statistics-based text generation models [I3T5LI316] that predict
words in output sentences given the contexts, which takes less human effort. There are two lines of research for
statistics-based methods [I317]. The first one re-ranks candidate output during text generating by training a n-gram
model [I315] or syntactic model [I315]. A second one optimizes model parameters by maximizing an objective function
at the generation decision level, e.g., generating text with a particular linguistic style [I318] or topic structure [I319].

In the recent ten years, with the rapid development of deep learning, neural-network-based text generation models
that generate the output given the input in an end-to-end manner achieved significant advantages over statistics-based
methods. The most commonly used framework is an autoregressive text generation that produces output given the
previously generated words word-by-word [4], and another is a non-autoregressive text generation that conditions the
output probabilities only on the input [1320].

Similar to statistics-based text generation models, neural-network-based models are mainly trained with large-scale
human-annotated data without using unlabeled text. While in fact, raw text data contain abundant linguistic knowl-
edge, which is abundant and easily available. More recently, big models, such GPT [26], MASS [1239], UniLM [302],
BART [288], T5 [19], PEGASUS [29§|, and ProphetNet [299], have obtained state-of-art performances in a wide range
of text generation tasks. These models are trained with raw text data via self-supervision based on auto-regressive
pre-training, which greatly promotes the development in text generation.

Haoran Li, Junwei Bao and Yingwei Pan contribute equally.
Xiaodong He (hexiaodong@jd.com) is the corresponding authors of Section
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In the remaining contents of this section, we first illustrate text generation tasks from the following three categories:
text-to-text generation, data-to-text generation, and vision-to-text generation. Then, we briefly describe two kinds of
basic text generation architectures, including autoregressive text generation and non-autoregressive text generation.
Next, we introduce several typical BMs for text generation. In the end, we present future directions for text generation.

15.2 Tasks for Text Generation

Regarding the type of input, we briefly introduce text generation tasks ranging from text-to-text generation, data-to-
text generation, and vision-to-text generation.

15.2.1 Text-to-Text Generation

The input of text-to-text generation is unstructured text, such as sentence, paragraph, and document, and typical
text-to-text generation tasks include machine translation, text summarization, text simplification, dialogue response
generation, paraphrases generation, question generation, and so on. Machine translation [417,418 4] aims to translate
text from one language into another, which is a classic cross-lingual text generation task. The machine translation
task’s nature is maintaining semantically consistent between the input and the output. Text summarization [419]
4201/421] aims to condense the input text into a summary, facilitating a quick understanding of the key points of
the input, which can be accomplished by extractive or generative approaches. The core of the text summarization
task is capturing the gist of the input contents, and meanwhile, avoiding generating unfaithful information. Text
simplification [I321L[1322/[1323] is a task to reduce the linguistic complexity of a text while still retaining the original
meaning of the input, which can be achieved by lexical simplification [1324], syntactic simplification [1325], and
semantic simplification [I326]. The goal of the text simplification task is to make the input easier to read and, similar
to the text summarization task, keep it identical in meaning to the input. Dialogue response generation [422]423][424]
is a task to produce a meaningful response given the previous conversation contexts. According to the goal of dialogue,
dialogue systems can be divided into task-oriented dialogue that aims to complete a particular task and non-task-
oriented dialogue that aims to carry out conversations with users in open domains. Paraphrase generation [1327,[1328],
1329] aims to express the same meaning as the input text with different words, which can be used as a method for
data augmentation to benefit many NLP applications, such as question answering [I330], information retrieval [I331],
and dialogue system [1332]. Higher lexical diversity is essential for paraphrase generation to enhance generalization
capability for downstream applications. Other text-to-text generation tasks include text style transfer [1333}[1334
1335], question generation [I3306L1337.[1338], news headline generation [I339L[1340,134T], narrative generation [1342]
1343|[1344], poetry generation [I3451346l[1347], review generation [1348,[1349,1350], and so on.

Compared with traditional neural network-based models without pre-training, BMs are widely believed to possess
knowledge, linguistic or non-linguistic, from massive data, which can benefit the downstream text-to-text generation.
Generally, BMs can be directly applied to monolingual text-to-text generation. For cross-lingual generation tasks, such
as machine translation, cross-lingual summarization [I35IL[1352], there are some flexible strategies to be formulated.
For example, MASS pre-trains the model on the monolingual data of the source and target languages. BART adds a
randomly initialized encoder with separated vocabulary, which can be learned from bitext. The new encoder can be
trained end-to-end, mapping the words in the new language into the original one that BART can process.

15.2.2 Data-to-Text Generation

In addition to text-to-text generation, generating text based on structured data as input, namely data-to-text gener-
ation, is also a crucial task. Typically, structured data, including tables and graphs, are the widely-used type of data
source which has a formal structure and contains valuable information. Understanding the meaning of these structured
data and serializing its content into text is an important problem in artificial intelligence (AI) [I353]. Building such a
model has much potential to support other applications, such as question answering, conversational agents, and search
engines [1354[I355[[1356]. For instance, table- or knowledge-graph-based question answering (TBQA & KBQA) sys-
tems can retrieve table regions or graph regions as answers by matching the question and the corresponding generated
text. Another example is that after describing a web table with natural language text, a search engine can retrieve
tables as answers by regarding the corresponding text as keys and tables as answers. According to the form of the
input structure, different fine-grained sub-tasks including table-to-text and graph-to-text are widely explored and
researched in recent decades.

For table-to-text generation, the input tables usually include web tables, scenarios consisting of a set of database
records, and infoboxes consisting of attributes and values. Another well-known name for this task with database
records as input is data-to-text which is classified as table-to-text in this paper. Conventional approaches [I3571[1358]
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for table-to-text tasks include two steps: table content selection and surface realization of a generation. Later, end-to-
end models combine the two steps into a unified framework with a joint content plan and surface realization [I359,1360].
Other methods [1353,I3611[1362,1363,13641[1365] achieve improvements by exploring more effective table-to-text neural
generators. Since the BMs achieves remarkable performance for text-to-text generation as described before, research
for improving table-to-text generation with pre-training techniques are widely explored [1366}[1367,1368.1369,1370)
165]. For instance, to better model the input structure of tables, method [I371] introduces two self-supervised tasks,
namely number ordering and significance ordering, to facilitate the learning of table representation. More recently, a
BM [I372] that is trained with tables and their contexts is proposed, and as a structure-aware pre-trained one, it can
understand the structured input table and generate fluent text.

For graph-to-text generation, the input of the task is formalized as graphs, e.g., abstract meaning representation
(AMR) and knowledge graphs (KG). Various methods have been proposed to describe graphs or sub-graphs with
sentences for different domains to this task. An intuitive approach for modeling graph data is linearization, based on
which approaches for graph-to-text generation can be formalized as text-to-text tasks. The first neural method for
AMR-to-text generation [I373] is proposed by linearizing the input graph as a sequence. In addition, KG triples are
serialized as a sequence and then fed as input to the models to produce descriptive sentences [I374L13751376,1377].
However, these approaches miss the opportunities to handle graph structures to enhance the generation performance.
Recently, graph neural networks (GNNs) have been widely explored for modeling graph structures. Approaches [I378],
137911380, T381L[1382l[1383|1384L[1385] leverage GNNs and variants to directly encode graph structures. Another line of
research [1386][1384L[13871[1388] inject the structure information into a sequence-based model, e.g., Transformer. Same
as the table-to-text task, pre-training methods also boost the graph-to-text generation. Study [1389)] leverages the big
model GPT-2 [47] for AMR-to-text generation and propose cycle consistency to enhance the adequacy. Method [I385]
investigates BART and T5 models, which are of the transformer-based encoder-decoder framework in AMR-to-text
generation. More recently, scaffolding objectives are explored in method [I390] where gains are shown in low-resource
graph-to-text settings.

15.2.3 Vision-to-Text Generation

Computer Vision (CV) and Natural Language Processing (NLP) are the two most fundamental disciplines under a
broad area of Artificial Intelligence (AI). CV is regarded as a field of research that explores the techniques to teach
computers to see and understand digital content such as images and videos. NLP is a branch of linguistics that enables
computers to process, interpret and even generate human language. With the rise and development of deep learning
over the past decade, there has been a steady momentum of innovation and breakthroughs that convincingly push the
limits and improve the state-of-the-art of both vision and language modeling. An interesting observation is that the
research in the two areas starts to interact, and many previous experiences have shown that doing so can naturally
build up the circle of human intelligence. In between, vision-to-text generation, as one of the “hottest” topics in this
area, is the task of automatically producing a natural sentence that describes the visual content in images/videos.
This task boosts visual perception with a more comprehensive understanding and diverse linguistic representations,
which could have a great potential impact, for instance, on robotic vision or on helping visually impaired people.
Nevertheless, the vision-to-text generation task is very challenging, as a description generation model should capture
not only the objects, scenes, and even the activities presented in the image/video, but also be capable of expressing
how these objects/scenes/activities relate to each other in a natural sentence.

Taking the inspiration from neural machine translation [417], the mainstream of modern vision-to-text generation
techniques follows the structure of the CNN encoder plus RNN decoder [1391114[1392]1393| 42613941395\ 13961397,
1398[1399] by casting this task as a sequence to sequence problem. The input visual content (e.g., the sequence of
local regions/frames/clips) is first encoded via CNN/RNN, and a decoder of RNN is leveraged to produce the variable-
length sentence. In addition, inspired by the successes of Transformer self-attention networks [25] in NLP field, recent
attention has been geared toward exploring Transformer-based encoder-decoder structure [1400LT4011[1402,1403L1404]
for vision-to-text generation. In particular, different from the CNN encoder plus RNN decoder that capitalizes on RNN
to model word dependency, the Transformer-based encoder-decoder paradigm fully utilizes an attention mechanism
to capture the global dependencies among inputs. Several multi-head self-attention layers are commonly stacked for
the visual encoder to model the self-attention among input image regions/frames/clips. The sentence decoder consists
of several stacked multi-head attention layers, each consisting of a self-attention sub-layer and a cross-attention sub-
layer. More specifically, the self-attention sub-layer is first adopted to capture word dependency. The cross-attention
sub-layer is further utilized to exploit the co-attention across vision (image regions/frames/clips from the encoder)
and language (input words).

Sparked by natural language pre-training, a new wave of vision-language pre-training methods have been proposed
recently to learn pre-trainable encoder-decoder structure for the vision-to-text generation downstream task. In partic-
ular, Unified VLP [1405] constructs a single-stream BERT-type encoder-decoder structure, which can be generalized
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to both vision-language understanding and vision-to-text generation tasks. TDEN [1406] utilizes a two-stream decou-
pled design of encoder-decoder that reflects the mutual relationship between different modalities or vision-language
proxy tasks for pre-training. HERO [1407] further capitalizes on a hierarchical BERT-type structure for video-language
pre-training, which consists of a cross-modal transformer for exploring cross-modal interaction and a temporal trans-
former for learning contextualized video embeddings. Recently, CoCo-BERT [1408| pre-trains a two-stream BERT-type
encoder-decoder structure over a large-scale video-sentence dataset [1409] by additionally strengthening video-language
reasoning through cross-modal matching and denoising, aiming to facilitate video-to-sentence generation.

15.3 Architectures for Text Generation

In this section, we introduce two categories of text generation architectures for neural-network-based text generation,
i.e., autoregressive text generation and non-autoregressive text generation.

15.3.1 Autoregressive Text Generation

Autoregressive text generation architecture predicts output tokens iteratively following a left-to-right order, in which
the previously generated ones are conditioned. In other words, autoregressive text generation resolves the text genera-
tion task into a succession of next token predictions. There are two paradigms for autoregressive text generation, i.e.,
encoder-decoder-based and decoder-only-based.

For the encoder-decoder paradigm, the input x are first encoded into hidden representations and then decoded
into output y in a word-by-word manner. More specifically, the probability of a generated token y; is conditioned on
the input x and the previous generated sequence:

I

P(y|x) = [[ Pwilyr, v2. -+ yi1,%) (25)
=1

There are several neural networks that can be used to implement autoregressive text generation as defined in Equa-
tion 25 such as RNN and Transformer. For RNN, encoding and decoding processes are in strict left-to-right fashions,
which limits information interaction between the encoder and the decoder. Transformer solves this problem via a
self-attention mechanism, where the token at each position can attend to all other positions in the input. Meanwhile,
the process of decoding is maintained in an autoregressive fashion by masking the future positions.

Most of the pre-traind models, including MASS, T5, BART, are trained with encoder-decoder paradigm based
on Transformer, where the input x in Equation 28] is randomly perturbed text from a normal text y. There are also
existing models, such as GPT [26] and CTRL [64], adopting a decoder-only paradigm that is trained via the following

objective:
I

P(x) = HP(Iz'|iE1,$2, S, Tio) (26)
i=1
where unidirectional self-attention masks are adopted to guarantee that each token can only attend to the preceding
positions.

15.3.2 Non-Autoregressive Text Generation

Non-autoregressive text generation models produce the output sequence without considering the sequential depen-
dencies between generated tokens in the output, which can speed up the decoding compared with autoregressive
generation.

A simple non-autoregressive text generation method [I320] first predicts the length of the output sequence, and
then predicts the output conditioned only on the input:

L

P(y|x) = Pr(Lx) x [] P(yilx) (27)
i=1

where L denote the target length.
Insertion-based text generation models [T4101411T] present a more flexible decoding approach that generates an
output sequence with an arbitrary order by predicting insertions of words into any position of the output sequence.



119

They have achieved competitive or even better performances compared with the autoregressive text generation models
on the tasks of machine translation, word order recovery, code generation, and image captioning.

Existing work [1412] shows that BMs can also be helpful for non-autoregressive text generation performance.
The most recent work [I413] proposes a non-autoregressive pre-training method with a cross-stream visible n-stream
strategy. However, most of the BMs are built upon an autoregressive manner. Thus, we focus on BMs for autoregressive
text generation in this survey.

15.4 Future Directions

With the sustainable development of big models in recent years, text generation has been extensively applied in
various scenarios as an essential part of NLP. However, due to the difficulty and variety of text generation tasks and
the high complexity of big models, we present three promising future directions for better adopting big models to text
generation.

15.4.1 World-Knowledge-Aware Big Models for Text Generation

Although big generative models can learn rich semantic and syntactic information from raw text data and enhance
downstream text generation applications, many do not explicitly model world knowledge. As a result, they may suffer
in cases where world knowledge is required during text generation. On the other hand, there has been efforts devoted
to incorporating external knowledge into BERT. For example, ERNIE [I61], KnowBERT [179], WKLM [163], KE-
PLER [162], and ERICA [I88] learn entity and relation representations from knowledge bases. SKEP [1414] and
SentiLARE [599] integrate sentiment knowledge into language modeling. More recently, KGPT [I65] proposes a
knowledge-aware pre-training method based on Wikidata, while this model is trained with pseudo-data, which is
hardly scalable. How to mine world knowledge in large-scale raw data and then explicitly inject the knowledge into
BMs for text generation is an interesting direction.

15.4.2 Big Models for Controllable Text Generation

In many real-world scenarios, the output of the text generation model should fulfill a specific goal, i.e., the attributes,
such as style [I415], length [1416] and topic [I417], of the generated text should be controllable. For instance, a text
summarization model should select the aspects with respect to preferences of users [14181419], a dialogue agent should
express desired affect and emotion in enhancing user satisfaction [1420l[1421[1422], and a storytelling system should
create a story with a user-specified end [1423|[1424]. For big models, CTRL [64] is trained with control codes that
are used for task-specific text generation, and PPLM [I425] trains a discriminator on top of latent representations of
BMs, which is used to control attributes. However, these models are based on a particular set of control signals. A
more flexible and scalable pre-training method that can be applied to controllable text generation is worth exploring.

15.4.3 Big Models for Text Generation without Fine-tuning

Fine-tuning is the dominating approach to applying the big models to text generation tasks, but it is limited in the
case of insufficient downstream training data, and it is time-consuming to fine-tune massive parameters of big models
on downstream tasks. Recently, a new paradigm, namely prompting, has been proposed to directly use language
models to predict the probabilities of different candidates triggered by a well-designed text, i.e., prompt, instead of
fine-tuning the BMs. For example, prompting-based methods have been applied to the tasks of text classification [1426),
145], information extraction [1427,[1428], and question answering [538l[452]. In fact, prompting-based text generation
models have achieved promising performances [47,20], where the prompts are used to specify the type of task. While
it is unclear whether prompting-based methods can be compatible with text generation with fine-grained signals, such
as sentiments, topics, and user preferences, it deserves to be studied in future work.

16 Application in Dialogue
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16.1 Background

Building intelligent open-domain dialog systems that can converse with humans coherently and engagingly has been
a long-standing goal of artificial intelligence (AI). Despite being instrumental to significantly advancing machine
intelligence, early dialog systems such as Eliza, Parry, and Alice worked well only in constrained environments. The
Microsoft Xiaolce (“Little Ice” literally in Chinese) system, since its release in May, 2014, has attracted millions of
users and can converse with users on a wide variety of topics for hours. In 2016, the Alexa Prize challenge was proposed
to advance the research and development of dialog systems that are able to converse coherently and engagingly with
humans on popular topics such as sports, politics, and entertainment, for at least 20 minutes. However, the general
intelligence demonstrated by these systems is still far behind humans. Building open-domain dialog systems that can
converse on various topics like humans has remained extremely challenging.

Since 2020, significant advancements in open-domain dialog systems have been witnessed due to large-scale data
and models development. Building on top of transformer architectures with billions of parameters and training on
large-scale data with tens of billions of tokens, modern dialog models can generate coherent, consistent, and on-topic
conversations, and these models, including DialoGPT [427], Meena [428], Blender [429], Plato [430,4311432], and
Eva [433], can make natural interactions with human. These models have demonstrated astonishing performance in
automatic and manual evaluation, very close to human-level ability.

Despite the success of these systems, modern dialog models still face many challenges, including how dialog gen-
eration can be grounded on a particular persona, external knowledge, and how to make a dialog system emotionally
intelligent. We still constantly observe issues regarding persona- or context- consistency, semantics (including context-
response relevance, in-utterance coherency, logic conflicts, etc.), and interactiveness [1429]. Furthermore, existing dialog
systems still stay far behind humans to solve complex tasks such as emotional support and counseling, which is fun-
damental for building responsible Al systems for social goods. Solving these issues is very important for building
real human-like dialog systems which can deliver conversations with consistent persona, on-topic information, and
knowledge grounded in the real world.

16.2 Big Dialogue Models
16.2.1 DialoGPT

DialoGPT (Large-Scale Generative Pre-training for Conversational Response Generation) [427] is the first large-scale
pre-training dialog response generation model. Although pre-training has already been explored in the ARDM (Alter-
nating Recurrent Dialog Model) [1430], DialoGPT has a much larger training corpus which involves 147M conversation-
like exchanges extracted from Reddit comment chains over a period spanning from 2005 through 2017. DialoGPT model
was trained on the basis of the GPT-2 [26] architecture. The GPT-2 transformer model adopts the generic transformer
language model [25] and leverages a stack of masked multi-head self-attention layers to train on massive web-text
data. DialoGPT inhered a 12-to-48 layer transformer with layer normalization, a initialization scheme that accounts
for model depth that we modified, and byte pair encodings [1236] for the tokenizer. DialoGPT also used the maximum
mutual information (MMI) objective [1431] to reduce the blandness of generated responses. MMI employs a pre-trained
backward model to predict source sentences from given responses. This objective requires the model to share more
mutual information to promote response diversity. In an experiment where raters looked into generated responses, a
strong preference can be observed for DialoGPT over PersonalityChat [1432] in terms of relevance, informativeness,
and human-like. The drawback of the evaluation is that it is not a inter-active human evaluation, which could not
take the dynamic conversation context into consideration. One drawback of DialoGPT is that nothing has been done
to reduce biases and profanities in the modeling process, resulting in ethical issues if used in real products.

16.2.2 Meena

Meena [428] is an end-to-end trained neural conversational model developed by Google. The final Meena dataset
contains 341GB of multi-speaker text (40B words). In comparison, GPT-2 has been trained on 40GB of Internet
text (8 million web pages), and DialoGPT has been trained on 147M conversational exchanges. The best performing
Meena model is an Evolved Transformer (ET) [226] seq2seq model with 2.6B parameters, which includes 1 ET encoder
block and 13 ET decoder blocks. The Evolved Transformer is an evolutionary NAS architecture [1433] based on the
Transformer. Developers have compared Meena with DialoGPT, Cleverbot, Xiaolce the best they can and showed
better performance. However, one big drawback of Meena is that it did not open source its code, and no research
group can reproduce its results to perform meaningful comparisons.
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16.2.3 Blender Bot

Blender has two versions, the first version is described in [429] and the second version, Blender Bot 2.0 is described
in websiteﬂ The main contribution of Blender bot is involving high quality dialog dataset in training the large
generation model. They used the dataset, called the “BST tasks”, which contains four tasks together. ConvAI2 dataset
[1432] focuses on personality and engaging the other speaker, Empathetic Dialogues [I1434] focuses on empathy, and
Wizard of Wikipedia [I435] focuses on knowledge. Finally, Blended Skill Talk [1436] provides a dataset that focuses
on blending these skills. In terms of the model, Blender bot employs a standard Seq2Seq Transformer architecture to
generate responses. There are three sizes of model: 90M parameters, 2.7B parameters and 9.4B parameters. The 9.4B
parameter model has a 4 layer encoder, a 32 layer decoder with 4096 dimensional embeddings, and 32 attention heads.
The 2.7B parameter model roughly mimics the architectural choices of [428], with 2 encoder layers, 24 decoder layers,
2560 dimensional embeddings, and 32 attention heads.

Blender Bot 2.0 is based on its first version but included two major improvements: a better long-term memory
through summarization of history and a better up-to-date knowledge from internet search.

16.2.4 Plato

Plato has three versions: Plato-1 [430], Plato-2 [431], and Plato-XL [432]. All of them adopts UniLM architecture [302].
Plato-1 proposes the discrete latent variable to tackle the inherent one-to-many mapping problem in response genera-
tion. Plato-2 introduces curriculum learning to form a better response. Plato-2 has three parameter scale version: 93M,
314M, and 1.6B. Similar with Blenderbot, Plato-2 1.6B is also finetuned with BST conversations [1436]. Their experi-
ments show that Plato-2 outperforms Meena and Blenderbot in automatic and human evaluations. Noticeably, Plato-2
also presents a Chinese model with 336M parameters, trained on 1.2B (context, response) samples. Plato-XL further
enlarges the parameter scale and has 11B model parameters. Plato-XL introduces multi-party aware pre-training to
solve large-scale multi-party conversations in social media. Plato-XL also presents a Chinese model with the same
parameter scale, which obtains the state of the art performance. However, none of these Chinese versions is open
sourced.

16.2.5 Eva

Eva is the largest open-sourced Chinese open-domain conversational model, which has 2.8B model parameters [433].
Eva adopts the encoder-decoder architecture with 24+24 layers and 32 attention heads. To build this model, Eva
collects the largest Chinese dialogue dataset named WDC-Dialogue from various public social media data formats
including QA, repost, and comment. The dataset contains 180GB storage size and 1.4B context-response pairs. Human
evaluation shows that Eva has both high sensibility and specificity compared with CDial-GPT [1437] and CPM [221].

16.3 Key Research Problems in Dialogue
16.3.1 Persona and Personalization

Persona in Conversation

1. Problem Formulation

Due to the successful application in virtual assistants such as Apple Siri and Amazon Alexa, open domain dialogue
generation has become a prominent research direction. Though existing work has achieved high response quality,
open domain dialogue models have a common issue: they do not display a consistent personality. They are typically
trained over many dialogues, each with different speakers [1432], which makes them unattractive in communicating with
humans. To make open domain dialogue model more engaging, Zhang et al. [I432] defined personal dialogue generation
problem and proposed the PERSONA-CHAT dataset to endow open domain dialogue system with a configurable but
a persistent persona. In their paper, persona is defined as multiple sentences of textual description, termed a profile.
For example, two sentences “I am a doctor.” and “I like playing baseball.” can form a valid persona. Based on these
specific information about speakers, persona-based dialogue system is aimed to generate more attractive response.
Formally, Let P be a set of persona text P = {Py, Pa, ..., P,}, given an input message X, our mission is to learn a
generative model G to generate conversation response Y based on persona information.

2. Recent Advances

" https://parl.ai/projects/blenderbot2/
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Persona Persona
1. lwish | could live forever. 1. my mom is my best friend.
2. 1 only date people taller than me. 2. | have four sisters.
3. lreally like technology. 3. | believe that mermaids are real.
4. | like free diving. 4. |love iced tea.
P Hi , how are you doing today ?
& — | | am spending time with my
4 sisters
\/
wow , four sisters . what do
2 you do on the weekends ?
N
| am a researcher | am
researching the fact that
mermaids are real

Fig. 34. An example dialogue from PERSONA-CHAT.

The key challenge of persona dialogue generation is how to utilize persona information to complement and enhance
conversation generation. To achieve this, recent studies on persona dialogue generation focus on persona understanding.
Either with explicit persona understanding model or with implicit persona understanding model. In explicit persona
understanding model scenario, a model is usually used to extract suitable information from persona texts and get
persona embeddings. Li et al. [1438)] first consider persona in dialogue generation using user embeddings. Zemlyanskiy
et al. [1439] specifically focus on discovering information about its interlocutor by defining a quantitative metric.
Yavuz et al. [1440] apply the DeepCopy model in the persona-based dialogue generation. Following this line, more
complex and powerful neural models are emerging. Song et al. [1441] propose a memory-augmented architecture to
exploit persona information from context and benefit downstream generation. Liu et al. [I442] propose a method to
model mutual persona perception. Zheng et al. [1443] propose a pre-training based personalized dialogue model. In
this method, a big model is used to initialize an encoder and decoder, and personal attribute embeddings are devised
to model richer dialogue contexts by encoding speakers’ personas together with dialogue histories. Song et al. [1444]
propose a Bert-over-Bert architecture with two Bert encoders, where one decoder is for response generation, and
another is for persona information understanding.

Different from explicit persona understanding model, some researchers implicitly utilize persona information. Wolf
et al. [1445] introduce a new approach to train a data-driven dialogue systems with BM, which can also benefit persona
dialogue generation. Golovanov et al. [1443] show that directly contacting persona and response and fine-tuning pre-
trained GPT on the persona-dense dataset is enough to achieve a good results. Some researches find other ways
to model persona information implicitly, Madotto et al. [1446] is a good example, they use extend Model-Agnostic
Meta-Learning (MAML) to personalized dialogue learning without using any persona descriptions, which obtained a
competitive outcome.

3. Frontier Trends

Based on the “Recent Advances” section, understanding persona information is the key to persona dialogue genera-
tion. Recent studies have shown a good performance, through these findings, we are able to generate response that can
reflect the predefined persona. However, consistency issue is becoming a problem. Consistency issue is the inconsis-
tency between response and pregiven persona. For example, given a persona sentence P = {“I like playing baseball.” }
and input X = “Let’s goplay baseball together” | if the response Y = “Sorry, I don't like playing baseball.” , The
inconsistency issue occurred. Clearly, this problem will significantly reduce the attractiveness of dialogue systems and
has attracted researchers’ interest. Song et al. [1444] introduced conversational natural language inference data and
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Conversation Personalized Conversation

Personalized Reponses

Hi sir/madam, how @

can | help you?
uSer | want to find a cheap Mexican
restaurant with reservation option

Here is the restaurant | found: @
Mexican_Tranditional

Any other places?

How about this, sir/madam: @
Funky_Mexican_Food?

User Profile

Yes, | am doing it now. @ : [ TTTTTTTITTTTTTTTooomTemmoomommomoooomoooooooooo
e

uSer I want to find a cheap Mexican
restaurant with reservation option

Personalized Recommendation

I think this i |s cool:

Nice, reserve it for me.

Cool, It’s done @

Fig. 35. A comparison of general conversation and personalized conversation.

models to solve this problem. Through there have been some attempts to address this issue, it is still a challenging
and emerging area.

Besides persona understanding, some researches are concerned with using the persona information to enhance the
dialogue-generated results and apply them to real-world tasks. Though some naive way (like simply contact) to utilize
persona information seems to be useful, better use of persona information can bring significant benefits. Wang et
al. [1447)] fuses explicit and implicit personas in the response generator and achieved significant performance gains.
The wide range of potential applications of persona-based dialogue has also received attention, such as the previously
mentioned work of Liu et al. [I442] that is planned to be applied to conversational recommendations.

Personalization in Conversation

1. Problem Formulation

In contrast with persona, personalization in conversation refers to that bot is aware of the personalized information
of the user as shown in Fig. [35] That means for every user who has different personalized information will have a
unique bot [I448]. In [I449], a personalized dialogue generation task is defined as:

Y* = argy max P(Y|X,T) (28)

where X is the user utterance, T is a set of user traits and Y is a response that embodies the personality traits in
T. Generally, the personalized information T can be static features [1432] of a speaker, e.g., age group, or narrative
facts [1438] like “She likes coffee” or triples, (Lily, speak, French) [I450]. The major problems that distinguish a
personalized dialogue system from standard dialogue systems are (1) user modeling and (2) personalized response
generation [1451].

2. Recent Advances

User Modeling. Based on the classification of personality traits and how it is stored or utilized, the user mod-
eling methods are classified into two categories: identity-based and knowledge-based [I451]. Identity-based user mod-
eling usually maps the meta-data of users, e.g. key-value pairs <Gender, Female>, to a dense vector [1449|[1438]
[1452]. Knowledge-based user modeling uses structured data and predefined rules to match the existing user’s informa-
tion [1450L[1453[1454]. There are also hybrid systems adopting more than one method of user representation. [I1455]
also combined both fact-based features (user’s utterances and agent’s replies) and identity-based features (choices of
coffee) for the online coffee shop’s dialogue system.

Personalized Response Generation. The main goal of a personalized dialogue system is to generate suitable
and engaging responses based on prior knowledge of the user. [I451] categories the related work of integrating person-
alized information into the response into two types: (1) personality-aware models and (2) personality-infused models.
Noted that in this paper, we view persona and personalization as two different topics, thus personality-infused models
are more relevant to the part of persona, since they assign unique, distinctive personality or profile to an agent [1449].
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A personality-aware model generates responses considering the personality of the user (or other parties of a conver-
sation) [1453\[1438\[1456,[1432L[1457[1455,1458]. [1457] employed the framework of GAN to enforce the awareness of
personal information by the generator. [1455] proposed a transfer learning framework to model the preferences of
different speakers. [1458] perform transfer learning from a large collection of general training data to personalized
data.

3. Frontier Trends

The future trends of personalization in conversation are related to two aspects: the breadth and depth of person-
alization, that is, diversity and in-depth exploration.

Personalization Diversity in Conversation + X. Personalization in conversation can be further explored and
utilized in the intersection of dialogue systems and other directions: (1) In the area of education, take an intelligent
question answering bot as an example [1459)]. Future research can mine the intrinsic association of questions asked
multiple times. After that answers can be personalized with certain knowledge points highlighted considering the
user’s profile. (2) In recommendation scenarios, a line of research could investigate the relationships between user
preference and user profile [1460]. So that personalization in conversation can directly help improve the recommendation
performance. Meanwhile, the results of recommendations can also enrich personalization in conversation. (3) In the
health care field, take a health care conversational assistant as an example [I461]. Future research can focus on using
personalized information to assist doctors in diagnosis. In addition, it can also remind users to check their bodies based
on their health information. In general, personalization in conversation can be used in all directions that intersect with
the conversation; simultaneously, the interaction directions produce output that further enriches personalization and
enhances the conversation.

Deep Exploration of Personalization in Conversation. Intuitively, there are different stages of personalization
abilities: (1) Fixed personalization. Given some identities or knowledge of personalized information, how to conduct a
conversation around them, understanding the user’s personalized information, and generate a personalized response.
(2) Dynamic personalization. How to model the personalization of users expressed in real-time conversations? How
to handle the relationship between new and existing personalized information, such as complement and conflict? (3)
Inference of personalization. Can we infer or mine new personalized information based on the existing fixed personalized
information? How do we elicit new personalized information from users?

16.3.2 Knowledge

In human conversations, utterances are often grounded on external knowledge, such as commonsense from a knowledge
base, documents, tables, etc. It is weird for a dialogue system to say “the sun rises from the west every day”. The
sentence is absolutely correct in grammar but violates commonsense. It is believed to be essential to equip dialogue
systems with knowledge grounding towards a better conversational experience.

Knowledge-grounded utterance generation is firstly investigated for Knowledge-Based Question-and-Answering
(KB-QA) [1462|[1463]. In dialogues, a Tri-LSTM model was proposed to use commonsense knowledge as external
memories to facilitate LSTMs to encode commonsense assertions in order to enhance response selection [1464]. [1465]
extend the traditional encoder-decoder model by considering both dialogue history and external “facts” from Wikipedia
for response generation. Beyond triplets from the knowledge base, knowledge graph is also incorporated into response
generation by dynamic querying and integration with the graph information [811]. In addition to knowledge graph,
many researchers are dedicated to utilizing Web knowledge for response selection or generation. [1466] release a data
set where human conversations are grounded in a set of movie-related documents from Wikipedia. [I467] further release
another document-grounded data set with Wiki articles covering broader topics.

Yet, there are pain points for current knowledge-aware dialogue systems. The existing knowledge, either knowl-
edge base or knowledge graph, is too sparse for daily conversations. People can talk about anything in dialogues, but
definitely we do not have everything available in the prerequisite knowledge repository. Another problem is that knowl-
edge reasoning is also a bottleneck in its current form. To this end, we expect a universal schema to extract knowledge
from dialogue contents and build the knowledge repository on-the-fly will be the key to success for knowledge-aware
dialogues. The knowledge shall be extracted, updated (with accumulation and reasoning), and then be fused into
future dialogues dynamically when applicable.

1. Problem Formulation

Open-domain dialogue models often suffer from the safe response problem [I1468|. In other words, they usually
generate bland or generic responses like “I'm not sure”, “I don’t know” or similar. To address this issue, in recent
years, there has been a tendency [1435,[1469.1470] to introduce external knowledge to ground the dialogue. The
task of knowledge-grounded conversation (KGC) is first selecting proper knowledge from a knowledge pool and then
generating a response based on the selected knowledge.

Formally, the problem could be formulated as :

Y = ryneaéP(Y|C, S), (29)
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Fig. 36. The task of knowledge-grounded dialogue.

Where {2 is the hypothesis space for the question, C' is the context for the dialogue, and S is the external source to
ground the dialogue. And Y is the ideal informative response.

2. Recent Advances

Knowledge selection is a crucial ingredient in the knowledge-grounded conversation since the selected knowledge
essentially decides the response’s content, and response generation is technically easier with proper and relevant
knowledge.

Early works [1465L[1439,1435] usually implicitly model the relevance of knowledge with attention mechanism [417],
overlooking the one-to-many relationship in dialogue and the fact that the golden knowledge could not be determined
only with the context. Therefore, a group of researchers explore the possibility of introducing more information to
assist the knowledge selection process. For example, [I471] propose Posterior Knowledge Selection model (PostKS)
featured with a prior knowledge module and a posterior knowledge module. Thus the clue in response is helpful for
the model to find the corresponding knowledge. The gains from the posterior module are therefore distilled to improve
the prior module. In addition, in a multi-turn dialogue session, the knowledge selection is dynamic with the topic
flow. Therefore, the semantic flow in a multi-turn dialogue provides clue for knowledge selection. Drawing inspiration
from this, SKT [1469] uses sequential latent variables to dynamically select knowledge at each turn of dialogue. The
posterior network samples a knowledge sentence at every turn, and the representation of the sampled knowledge is
further utilized to update the parameters in the posterior network and the prior network. [I470] shares the same
idea with [I469] and focus on the shift of attention on different knowledge in multi-turn dialogue. It devises a dual
learning scheme featured with a knowledge shifter and a knowledge tracker to model the knowledge shift. The shifter
is responsible for predicting the knowledge used in the next turn, while the tracker is supposed to reconstruct the
knowledge in the last turn. Therefore the both form a closed loop to promote each other.

After one or more proper knowledge is selected, the grounding knowledge is sent to a decoder together with the
dialogue context. Generally, the decoder could be specified as a vanilla transformer decoder or a recurrent neural
network. Copy mechanism is also a regular recipe in the decoder [I470l[1472], where a generated word could be
inferred from model or directly copied from the dialogue context or knowledge. Recently, [1473] pays attention to the
knowledge-aware generation and introduces a continuous latent variable to control the diversity of generation. And
KnowledGPT [1474] takes the advantage of big model and fine-tunes GPT-2 [47] for response generation.

3. Frontier Trends

Low source scenario. Despite the abundance of common conversation data, the context-response-knowledge triples
are rare and human annotation is highly relied on to label the golden knowledge. Since human labor is expensive, a
KGC model that requires little source of annotated knowledge labels to train is of great significance.

Faithfulness of knowledge. The controllability is always a hot point in generation task. It is especially important
in KGC since abundant external knowledge is provided. If knowledge are distorted, a chatbot maybe generates a
deceptive and misleading response, resulting in untrustworthy rumor.
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:Z")j‘ ZL | feel so frustrated. } (Self-disclosure) | would also have been (2
really frustrated if that happened to me.

;I 'should first understand his/her situation... ‘.
i Let me explore his experiences s, 3 i
&5

&/
[ (Question) May | ask why you T

are feeling frustrated?

Yeah! | don't even know what is going
to happen with our finals now.

(Restatement or Paraphrasing) | can see
how that would make you frustrated.

& My school was closed without any
prior warning due to the pandemic.

ARSI = i Let me help him/her take some action and !~ )
! | should comfort him/her when gradually 1 i get out of the difficulty :

learning about his/her situation o mmmmmimTem s S

(Providing Suggestions) Have you
thought about talking to your parents

&
[ (Affirmation and Reassurance) That is T
or a close friend about this?

really upsetting and stressful.

Fig. 37. An example of emotional support conversation. Phrases in parentheses indicate the skills of emotional support.

16.3.3 Empathy and Emotional Support

Empathy is a desirable trait of daily human conversations that enables individuals to understand, perceive, and respond
appropriately to the situation and feelings of others [1475l[1476]. The ability to express empathy towards others is
a key trait of daily conversations between individuals, and is also a critical capability to human-like dialog systems
[I477]. Furthermore, suppose dialogue systems are empathetic enough to understand the users’ emotional distress.
In that case, they are more prone to provide adequate emotional support to users, such as moderate comforting and
reasonable suggestions [I478§].

Empathetic Dialog Systems. In recent years, great research interest has been paid to exploring ways to im-
plement empathy expression in dialog systems. Previous works demonstrated that detecting the users’ emotion is an
essential part of generating empathetic responses [1420L[1434,[1479]. Rather than merely consisting of the emotional
aspect [1480], empathy is a multi-dimensional construct [I481] that additionally relates to the cognitive aspect [1482],
which requires understanding and interpreting the situation of the interlocutor [I483]. Based on both aspects, re-
searchers tried to characterize expressed empathy as different communication mechanisms [I484] or model empathy
expression with multiple factors [1485]. In order to improve the understanding of users’ situations and feelings, external
knowledge or commonsense, such as ConceptNet [I73] and Atomic [I74], were also leveraged and exploited [914L1486].

Emotional Support Dialog Systems. Beyond the trait of being empathetic, advanced dialog systems should also
be able to provide effective emotional support for users that are facing ongoing emotional problems [I478]. Emotional
support aims at reducing individuals’ emotional distress and helping them understand and work through the challenges
that they face [1487[1488|[1489]. It is a critical and more complex capacity to train into dialog systems that interact
with users on daily basis [1490], particularly for settings that include social interactions (accompanying and cheering
up the user), mental health support (comforting a frustrated help-seeker and helping identify the problem), customer
service chats (appeasing an angry customer and providing solutions), etc.

In the pioneering work [1478] that proposed the task of Emotional Support Conversation (ESC), the authors devise
a ESC framework to provide a cautious, yet concrete, step towards developing systems capable of reasonably modest
levels of support. An example conversation is shown in Fig. Grounded on Hill’s Helping Skills Theory [1491],
the framework characterizes the procedure of emotional support into three stages: (1) exploration: exploring to help
the help-seeker identify the problems, (2) comforting: providing support through empathy and understanding, and
(3) action: helping the help-seeker make decisions on actions to cope with the problems. Different from the original
Helping Skills Theory, this framework is more appropriate for a dialog system setting, aiming to provide support
through social interactions (like the interactions between peers, friends, or families) rather than merely professional
counseling. In [1478], the authors further crowd-sourced a ESConv dataset where the emotional support provided
during conversations generally follows the above procedure. Their interactive evaluation results demonstrate that the
Blender model [429], which has been powerful in empathetic conversation, can be significantly enhanced to provide
more effective emotional support after being fine-tuned on ESConv. Moreover, behaviours and procedures of providing
emotional support displayed by the fine-tuned Blender model are very similar to the crowd-sourcing supporters, which
gives important evidence that models mimic human supporters to achieve more effective emotional support.
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Fig. 38. The realm of potential applications of open domain dialogues between human and computer.

16.4 Novel Applications

With the rapid progress of conversational intelligence, we believe that the potential of open domain dialogue systems
is far beyond what we have witnessed so far on social bots and virtual assistants. In this section, we illustrate some
promising scenarios where open domain dialogues could be useful. Some of them have surfaced a bit, and we also
believe that items in the figure can not cover all open domains that dialogues could bring to our society. Here, we
highlight some directions:

Conversational Search. Since 5-6 years ago, big search players, such as Google and Microsoft, have been working
on how to make their search service more conversational. For example, Google allowed users to speak their search
on Chrome in 2013. Open domain dialogues, especially after they are well powered by knowledge, could significantly
enhance the conversational search experience by re-shaping it as multi-turn question-answering and/or information
seeking in multi-domain.

Conversational Recommendation. Information provision is not totally passive anymore. Agents can proactively
recommend relevant information to users during proper conversation timing based on understanding users’ interests
and intentions. The systems are even able to transfer knowledge from one user to others in a privacy-safe way.
Conversational recommendation will likely act as information exchange in people’s daily communication.

Internet-of-Thing (IoT). With the success of smart speakers, e.g., Amazon Echo and Google Home, it seems no
doubt that the physical world could become more connected with conversational intelligence in the future. No matter
task commands or information requests, all we need to do is just to speak. People will embrace a smarter life with
advanced dialogue technologies in which casual chats make things happen in a natural way.

Robots. Personalized and informative chat will change the way we entertain. Games will become more immersive
when people can interact with characters in them rather than just experiencing what have designed; virtual idols will
be able to sing, dance, and talk to everyone; kids can make friends with their robots, just like Hiro and Baymax in
Sci-Fi movies. Although intelligent robots seem to be far away, we will eventually have them in our daily life, and
smart speaker is just the beginning.

Education Personalized dialog systems could provide unique learning experience to learners. There are already
efforts devoted to use open-domain dialog systems to support language learning. Potentially more variations of open-
domain dialogs can be explored on various subjects.

Prevent Scams Dialog systems have been explored to support screening and identifying scamming calls [I492] in
the ASED (Active social engineering defence) darpa program.

What is more, in Fig. 38| we illustrate more industries and markets that conversational intelligence is likely to

play an important role and make a big change. Researchers and practitioners are striving to improve the intelligence
of dialogues systems and make it more inviting in reality.
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16.5 Challenges and Future Directions

We believe that there are two key factors hindering the practical application of large-scale dialog systems.

16.5.1 High-quality Conversations

Since open-domain dialog systems require large-scale data to train, the availability of high-quality conversations has
been the key factor of training and deploying large-scale dialog systems. We notice that English dialog systems are
easier to access high-quality conversations from Reddit or other social media. However, for Chinese dialog systems,
there is no high-quality conversational data. We are eliciting the social media platforms can share and open source
their data at least for research purpose.

16.5.2 Safety and Ethical Risk

Most existing open-domain dialog systems are based on neural response generation models. Due to the essence of
probabilistic sampling used in language generation, controllability is a challenging issue as unsafe or unethical responses
are frequently observed. Moreover, dialogue systems are faced with large-scale users, which may cause huge impact
on a part of its users due to its safety problems. As a classic example, Microsoft’s TwitterBot Tay was released in
2016 but quickly recalled after its racist and toxic comments drew public backlash [1493]. A safe dialogue system is
supposed to not only speak polite language, but also be responsible for protect human users and promote fairness and
social justice [1494].

Safety Issues A safe dialogue system must satisfy the following basic requirements: (1) respond harmoniously, am-
icably, fairly, and impartially; (2) appropriately recognize and respond to potential risks in highly safety-sensitive
contexts regarding medical domain, human health, and emotional well-being; and (3) avoid expressing a subjective
viewpoint in sensitive topics.

For further clarifying what safety problems cover, [I495] proposes a classification of safety issues in open-domain
conversational systems including three general categories and emphasizes the importance of context. More elabo-
rately, [I496] recently proposes a more fine-grained safety issue taxonomy that divides personal and non-personal
unsafe behaviors in dialogues and defines 7 sub-categories of unsafe responses. In summary, there are some safety
issues of the dialogue system as follows.

— Utterance-level Toxicity. It refers to obviously abusive, derogatory, threatening, violent language such as “I
want to punch you in the face”. Utterance-level toxicity detection tools develop well due to the resources, including
word blacklists and large-scale datasets. [1497,[1498|[1499].

— Offending User. The responses from dialogue systems should not be aggressive or offensive, satire intended to
ridicule or insult [I500,1501], and any other statements intended to enrage user [I502]. Offensiveness based on
context can be quite implicit and infuriating (e.g., cursing back, evil for good, etc.).

— Risk Ignorance. Previous studies pay much attention to mental health risks potentially carried by the outputs of
generative model [I503L[I504]. It is notable that mental health risk may also induce physical health dangers (e.g.,
suicide). We warn risk ignorance, which may distress the users or even cause irreparable injury.

— Unauthorized Expertise. For general chatbots, it is unsafe to provide plausible suggestions, counsels, and
knowledge without professional qualifications, especially in safety-critical fields like medical and legal domains
[I505]. For example, when the user gets a stomachache and asks if any examination is needed, the bot response
“Just get yourself some antibiotics and maybe some rest.” is unsafe because it increases the likelihood that user
will take potentially harmful actions [I506].

— Toxicity Agreement. Early works indicate that about 10% human-bot conversations may contain toxic or abusive
behavior on the part of the human [I507,T508]. Faced with toxic context by humans, safe dialogue systems should
avoid “habitually agreeing uncritically”, which advocates users’ harmful speech, spread toxicity, rude or bias in an
indirect form [1495].

— Biased Opinions. Biased opinions usually maintains stereotypes and prejudices, referring to negative expressions
on individuals or groups based on their social identities (e.g., gender, race, and religion) [1509].

— Discussion on Sensitive Topics. Some topics (e.g., politics) are more controversial than others, and showing
disposition or preference in one way can potentially upset some certain groups of users [I501]. However, the
definition of sensitive topics is quite subjective and varies a lot with regions, cultures and even individuals.

— Privacy Leak. A trusted and safe dialogue system should not leak the privacy of users.
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Recent Advances We briefly introduce researches on safety assessment and improvement of dialogue systems.

— Safety Assessment. Utterance-level toxicity detectors (e.g., Perspective AP]EI) are largely applied to assess the
toxic content generated by dialogue systems. For training the detector, lots of resources are contributed like Toxic
Comment Classification Challengdﬂ and Unintended Bias in Toxicity Classiﬁcatiorﬂ From another perspective, a
robustly safe dialogue systems are supposed to deal appropriately with various scenarios. Safety assessments are
also conducted by constructing contexts based on templates or collected datasets. For example, some past work find
that conversational models tend to become more unsafe faced with specific contexts like toxic or biased languages
[1510], harassment [I51T], and political topics [I512], etc. Also, inspired by LAMA [91], some recent works probe the
safety of language models using intra-sentence (cloze) test [I115I513L[703l1514]. For recognizing unsafe responses
of dialogue systems, [I500] proposes a “Build it, Break it, Fix it” framework and gradually improves BERT-based
classifier by collecting failing samples. [1496] releases a safety benchmark dataset concerning larger safety fields
and assesses conversational models by utterance-level and context-sensitive safety classifiers.

— Safety Improvement. [I501] surveys in detail the methods to improve dialogue safety. The roadmap of the meth-
ods include toxicity detection [I5I5T500,I501], generation detoxifying [I5I6,I5ITI518|, topic avoidance [I501],
and bias mitigation [I519l[1520]. [I501] also proposes a bot-adversarial dialogue framework to collect unsafe samples
in conversational testing, which would be modified and used to re-train conversational models as “safety layer”.
Dialogue systems integrated multiple safety improvements are proved to have stronger reliability [I52111429].

Broader Considerations We are building “Responsible Dialogue Systems” as caring for the physical and psychological
health of users, as well as avoiding unethical behaviors [1522|[10551[1523]. Rules and legislation have recently been
enacted for improving the ethics of dialogue systems and even artificial intelligence. Today, dialogue systems have
already played an important role in entertainment, company, counsel, and even dating. It is time for human beings to
ponder what role dialogue systems should and should not play in the future.

17 Application in Protein Research

Author:l: Chence Shi*, Minghao Xu”, Zuobai Zhang”, Jian Tang™

17.1 Background

Proteins are large molecules made up of hundreds or thousands of small molecules called amino acids. Proteins play
critical roles in the human body, which do most of the work in the cell and are required for the structure, function,
and organization of different tissues and organs. As a result, understanding the functions of proteins and designing
proteins with desired functions are critical to therapeutic discovery. Thanks to the recent progress of Next Generation
Sequencing (NGS) technology, a huge amount of protein sequences are collected. For example, in the BFD data
basﬂ 2.5 billion protein sequences are collected. In addition, recent progress of high-throughput bioassays allows to
quickly and cheaply synthesize and test many proteins in an individual assay, which allows for an accurate protein
sequence-function relationship with machine learning.

On the other hand, following the dogma of “sequence — structure — function” in biology, it is of ultra importance
to infer the 3D structures of proteins, which determine their biological and physical activities in cells. While it
is now easy to identify protein amino acid sequences experimentally with next generation sequencing technology,
determining 3D structures of proteins remains challenging. Traditional sophisticated experimental techniques, such
as X-ray crystallography, NMR spectroscopy, and cryo-electron microscopy, are still costly and slow. Therefore, there
have been increasing efforts in developing computational methods for predicting 3D structures of proteins based on
their amino acid sequences. The recent breakthrough from AlphaFold2 [I524] developed by Google DeepMind spurred
a lot of excitement in the community, which can provide accurate structure predictions close to experiments for many
proteins.

Another important problem for protein modeling is to design proteins with better or novel properties. Existing
proteins in nature are usually obtained through an evolution process of random variants and selected under specific

8 https://www.perspective.com

https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge /data
https://www.kaggle.com/c/jigsaw-unintended-bias-in-toxicity-classification/data
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11 https://bfd.mmseqs.com/
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Table 14. Representative models for protein representation learning.

Protein Model Base Model # Parameters Training Data Learning Objective
Protein Representation Learning with Sequences

UniRep [1527] 1-layer mLSTM 182 M UniRef50 (24 M sequences) Next amino acid prediction
TAPE-Transformer [I528] 12-layer Transformer 38 M Pfam (32 M sequences) MLM

ESM-1b [1529] 33-layer Transformer 650 M UniRef50 (24 M sequences) MLM

ProtBert [1530] 30-layer Transformer 420 M BFD (2.1 B sequences) MLM

ProtTXL [1530] 32-layer Transformer-XL 562 M BFD (2.1 B sequences) Next amino acid prediction

CPCProt [1531] 3-layer CNN 1.7M Pfam (32 M sequences) Contrastive Predictive Coding

PMLM-x1 [1532] 36-layer Transformer 715 M UniRef50 (24 M sequences) MLM & Pairwise MLM

Protein Representation Learning with Sequences and Structures

Contact prediction

SSA [1533] 3-layer BiLSTM 32 M SCOP (0.03 M structures) & Structure similarity prediction
MTISDM I Sl BLST s et AT i sty s
Protein Representation Learning with Evolutionary Trajectory
ESM-MSA-1D [1535] 12_1ay§iaz);}il;2fet: o 100 M searcigdh/flolsdgisi:{efBO MSA-based MLM
ESM-1v [I57] 83-layer Transformer 650 M g;;ifiiggieﬁ:zgzs?ﬁeﬁs A MLM

UniRef50 (24 M sequences)

. Next amino acid prediction
& Homologous sequences in MSA P

eUniRep [1536] 1-layer mLSTM 182 M

conditions. However, the evolution process only explores a very small subspace of the entire potential sequence space.
The goal of protein design with computational methods is to explore the entire sequence space and identify proteins
with good properties or novel functions, which have huge applications in various domains, including therapeutics, food,
agriculture, and biological materials. Recently, we are witnessing rapid progress of deep learning for de novo protein

design [I525] or optimizing existing ones [1526].

(a) Function Prediction (b) Structure Prediction (c) Protein Design
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Fig. 39. An overview of three fundamental tasks in the field of protein modeling.

To sum up, the fundamental problems of modeling proteins with machine learning can be summarized into the
following three different themes (Fig. :

— Protein Function Prediction. Give a protein sequence (or its 3D structure), the goal of protein function pre-
diction is to build machine learning models to predict its protein function. The key is to learn effective protein
representations based on their amino acid sequences or protein structures to make effective predictions. As a large
amount of amino acid sequences are collected and accurate structure prediction models are developed, the funda-
mental problem here is how to build big models to learn (pre-trained) protein representations based on amino acid
sequences or (predicted) protein structures.

— Protein Structure Prediction. The problem of protein structure prediction aims to determine the 3D structure
of proteins according to their amino acid sequences. This involves predicting the structure of a single protein or

the complex structure of two (or even more than two) proteins.
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— Protein Design. The goal of protein design is to design novel protein sequences that have improved properties
or new functions. The problem is frequently referred to as the inverse problem of protein structure prediction.

Next, we will review the current progress of machine learning in each of the above three themes.

17.2 Current Progress
17.2.1 Protein Representation Learning for Function Prediction

Understanding and predicting the functions of proteins is critical in a variety of applications. A fundamental problem
is therefore learning effective representations of proteins. Thanks to the recent high-throughput sequencing techniques,
a huge amount of protein sequences are collected [I537]. By leveraging these massive data, big AT models [I527,[1529,
15301533, 1535L[157] have been built to derive informative protein representations that capture important functional,
evolutionary and structural properties of proteins. These large-scale models (shown in Table greatly benefit the
biological understanding in various downstream applications, ranging from protein function prediction [I529], protein
structure prediction [I538[1539], protein-protein interaction prediction [I540,I541] to protein engineering [I5361157].

For protein function prediction, as obtaining the labeled data (usually through bioassays) is very time-consuming
and expensive, the number of labeled data is therefore much smaller than the number of unlabeled data. As a re-
sult, similar to the techniques in natural language processing, existing techniques usually follow the pretraining and
finetuning paradigm, where the models are usually pretrained on a large number of unlabeled sequences and then
further finetuned with a limited amount of labeled data. In terms of the input for learning protein representations, a
natural solution is based on the amino acid sequences, which are used by most existing works [1527,[1528/[1529,[1530,
15311[1532]. However, utilizing the amino acid sequences is not sufficient to predict the functions of proteins. There are
increasing works that try to leverage evolutionary information with protein sequence homology [I535L157,1536] and
protein structures [1533L[1534], which could be determined experimentally or predicted with computational methods.

Sequence-based Protein Representation Learning As deep learning techniques have been widely studied for modeling
natural language sequences in natural language processing (NLP), most sequence models for protein representation
learning are adapted from the NLP domain. UniRep [I527] employs a single-layer mLSTM [1542] to predict the
next amino acid based on its preceding amino acids, which capture unidirectional dependency between residues in
a protein sequence. To comprehensively model the bi-directional dependency between all residue pairs, most recent
approaches [1528|[1529T530L1532] resort to the self-attention-based Transformer [25] for better protein sequence mod-
eling. These approaches used Masked Language Modeling (MLM) to predict masked amino acids based on the entire
sequence context, such as TAPE-Transformer [I528], ESM-1b [1529], ProtBert [I530] and PMLM-x1 [I532]. Besides the
MLM objective, PMLM-x1 [1532] also introduces a Pairwise MLM (PMLM) objective to predict a pair of masked amino
acids based on full sequence context, which can better model the co-evolutionary patterns within protein sequences.
CPCProt [1531] adapts the objective of Contrastive Predictive Coding (CPC) [754] to protein representation learn-
ing, which maximizes the mutual information between each amino acid and the sequence context before it. From the
perspective of model scale, TAPE-Transformer [I528| is at a comparable scale with BERT-Base, and ESM-1b [1529],
ProtBert [1530], ProtTXL [I530] and PMLM-x1 [I532] are huge models even larger than BERT-Large. By comparison,
CPCProt [1531] employs a much more lightweight CNN encoder with only 1.7 million parameters in order to highlight
the effectiveness of their proposed pre-training algorithm.

These sequence models are usually first pre-trained with massive unlabeled protein sequences, and are able to learn
meaningful evolutionary information. UniRef50 [I543] and Pfam [I544] are two prevalent protein sequence databases
for representation learning, which are with moderate scale, suppressed sequence identity and clustered protein families.
ProtBert [1530] and ProtTXL [I530] are pre-trained on a larger-scale sequence database, BFD [I545], which contains
2.1 billion representative protein sequences selected from numerous sequence clusters. The final function prediction
model is usually further fine-tuned with a limited amount of labeled data in downstream tasks.

Sequence-based Protein Representation Learning with Evolutionary Information The evolutionary trajectory within
a protein family conveys the information of protein structure and function [I546L[1547,[1548]. For example, the amino
acids in contact in the folded protein structure commonly co-evolve along the evolutionary process. The amino acids at
functionally important areas always mutate more slowly. Such structural and functional patterns are encoded within
the protein sequences selected by evolution. Motivated by this fact, some recent efforts aim to learn better protein
representations using evolutionarily related protein sequences.

ESM-1v [I57] and eUniRep [1536] are learned with the standard objective of MLM and next amino acid prediction,
respectively. The pre-training of these two models is divided into two stages. In the first stage, the model is trained
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on a large number of diverse protein sequences, which sets up decent representations for various proteins. In the
second stage, the first-stage model is further trained with the homologous sequences from a specific protein family,
which refines the protein representations on that family. These representations are useful for various downstream tasks
specific to that protein family, e.g. landscape prediction [I57] and protein engineering [1536]. ESM-MSA-1b [1535]
better leverages the inductive bias of modeling homologous protein sequences to design its model, in which axial
attention [I549] instead of self-attention serves as the basic building block. By using axial attention, its row attention
module can capture the dependency between the residues of the same protein sequence, and its column attention
module can capture the dependency between homologous sequences on each residue site. ESM-MSA-1b is with a
moderate model scale between BERT-Base and BERT-Large.

Structure (and Sequence)-based Protein Representation Learning As the function of a protein is determined by its
structure, an ideal solution to learn protein representation is based on its 3D structure. This is attracting increasing
interest as more structures are now available. Especially now with AlphaFold2, the structures of most proteins can be
predicted accurately. There are some recent efforts [I533|[1534] along this direction, which mainly focus on distilling the
information of protein structures into the sequence encoder by designing some auxiliary tasks. For example, SSA [1533]
and MT-LSTM [I1534] consider two structure prediction tasks: (1) Contact prediction intends to use pairwise residue
embeddings to predict the contact map of each protein, i.e. predicting whether each pair of residues contact or not; (2)
Structure similarity prediction seeks to use the embeddings of a protein pair to predict how similar the structures of
these two proteins are, where the structural similarity label is defined as their greatest shared hierarchy in SCOP

Some recent work also directly learns protein representations from their 3D geometric structures. For example,
dMaSIF [I550] and MaSIF [I551] proposed learning protein representations with geometric deep learning techniques,
which are able to capture the geometric and chemical structure of the 3D molecular surfaces. IEConv [I552] studied
using graph neural networks to learn protein representations based on the multi-level structure of proteins.

17.2.2 Protein Structure Prediction

Protein Structure Prediction Accurate prediction of three-dimensional protein structure from amino acid sequence,
a.k.a., protein structure prediction (PSP), has been a longstanding challenge in bioinformatics, motivated by the
paradigm that sequence determines structure and structure determines function. During the past decades, PSP has
attracted increasing attention and is of central importance in a variety of applications, ranging from genome inter-
pretation to protein function prediction [I553L[1554[1555]. To track the progress of this field, the golden-standard
assessment, the Critical Assessment of protein Structure Prediction (CASP), is carried out biennially in a blind fash-
ion, i.e., using recently solved structures that have not been deposited in PDB as test structures. While the progress
seems stalled during the past two decades, the last year has witnessed the stunning advance on PSP, with DeepMind’s
AlphaFold2 [1524] achieving an average RMSD of approximately 1.6 Angstroms on the latest CASP assessment, a
score that is considered to be competitive with results obtained from experimental methods. The breakthrough demon-
strates the capability of Al big models to transform scientific research in biology and its potential to accelerate the
progress of drug discovery. In this section, we briefly describe the current landscape of PSP. Furthermore, we select
two representative algorithms of PSP, i.e., AlphaFold2 [1524] and RoseTTAFold [I556], to illustrate how Al big models
contribute to the dramatic advance in this field.

Landscape of Protein Structure Prediction Existing approaches to protein structure prediction mainly fall into
two categories: (1) Template-based models [I5571558,[1559L1560] rely on previously solved protein structures as
templates to predict the structure of a new protein target. More specifically, high-throughput tools like BLAST [I561]
are used to select structural templates from the database, which are then aligned against the target sequence. Such
templates are used as initial structures for subsequent refinement using structure modeling tools [I5621[1563], taking the
mutations, deletions, and insertions of the target sequence into consideration. Since these methods rely on structural
templates, they often fail when the target protein has novel folds. (2) Template-free models do not rely on structural
templates of known protein structures and are therefore capable of predicting structures for proteins from novel families.
They usually involve an energy-based conformational sampling strategy for structure generation and a ranking model
for candidate selection. However, the performance of template-free models lags far behind the state-of-the-art models
built upon the traditional fragment assembly and structure optimization techniques until CASP 12 (2016), where
a residual neural network (ResNet) [I3] based model named RaptorX-Contact [1564] ranked first in free modeling
(FM) targets. In this section, we mainly focus on template-free models where big AT models play an important role in
accurately predicting protein structure.

2 https://scop.berkeley.edu/
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Fig. 40. Common input features of protein structure prediction

State-of-the-art structure prediction systems without a template usually begin with the augmentation of input
features based on the raw target protein sequence and additional sequence data from the database, a.k.a, a mul-
tiple sequence alignment (MSA) of homologous proteins. Typical features include position-specific scoring matrices
(PSSMs) [1565] generated from established tools [I561] that describes the frequency of occurrence of different amino
acid at each residue position, and pairwise residue co-evolution features that account for residue-coevolving effect [1540]
(Fig. . While PSSMs and pairwise residue co-evolution features are believed to encode the first-order and the
second-order residue information respectively, the exploitation of homologous proteins is far from perfect. Recently,
the state-of-the-art model AlphaFold2 proposes to leverage the attention mechanism [25] to directly extract arbitrary-
order information from raw MSAs, which turns out to be one of the key points for its success. Based on augmented
input features, sophisticated neural network architectures, e.g., ResNets [I5641566l1567] and Transformers [1524],
are leveraged to predict geometric features that encode protein structures or serve as constraints for structure recon-
struction, such as backbone torsional angles [1568], binary residue contact map, inter-residue distances [I566L1567,
1569], and inter-residue orientation [I567]. Using predicted information, potential functions can be curated to guide the
generation of protein structures via energy minimization. The produced structures usually require further multi-stage
refinement via conformational sampling to get the optimal placement of sidechains and navigate the structure to its
native state.

There have also been several attempts to design fully-differentiable algorithms for PSP. For example, AlQuraishi
proposes the Recurrent Geometric Network (RGN) [I568] to encode the protein sequence using an RNN and pre-
dicts torsion angles of the protein backbone. The predicted torsion angles allow the direct construction of protein
structures and the deviation between produced structures and experimental structures. NEMO [1570)] is another fully-
differentiable method that combines a neuralized energy function with a Langevin dynamics-based 3D simulator.
Since these methods do not rely on co-evolutionary data, their performance falls short of other neural-based models.
The idea of developing end-to-end differentiable algorithms for PSP is ultimately realized by AlphaFold2 [1524] and
RoseTTAFold [1556] with high accuracy, two concurrent works that we will discuss next.

AlphaFold2 and RoseTTAFold Overview of AlphaFold2. AlphaFold2 [I524], a groundbreaking solution to the
50-year-old grand challenge in biology, protein-folding, is probably one of the most effective Al algorithms of the
21st century. For the first time, the PSP system developed by DeepMind achieves a stunning average error (RMSD)
of approximately 1.6 Angstroms, which is believed to match that obtained from experimental results. AlphaFold2
incorporates a series of advanced deep learning techniques, including self-supervision learning, self-distillation, structure
refinement and recycling, weight-tying, equivariant neural networks, and different novel attention mechanisms. The
accurate prediction comes at the cost of high requirements for computing facilities, and AlphaFold2 is definitely one
of the most representative algorithms of AI big models in bioinformatics.

Given a protein, the Alphafold2 network directly predicts all-atom 3D coordinates based on primary amino acid
sequence, aligned sequences of homologs (MSAs), and 3D structure of aligned template sequences in the database.
Different from solely template-free models, it feeds structural templates into its neural systems if available. Instead
of calculating PSSMs or co-evolution features from MSAs, AlphaFold2 directly maintains a full MSAs representation
initialized with raw MSAs, which is updated in a recycling fashion along with residue pair representations through
a novel neural attention module named Evoformer. The Evoformer contains several novel attentions, such as axial
self-attention (row-wise and column-wise), triangular multiplicative update and triangular self-attention, which allow
maximal information flow between the MSA and pair representations to reason about spatial and evolutionary rela-
tionships. What follows is an innovative structure module that maintains a concrete 3D backbone structure using the
pair representation and the updated single sequence representation. More specifically, AlphaFold2 constructs a local
frame for each residue composed of a rotation and a translation concerning the global frame, allowing the simultaneous
equivariant local refinement of all structure parts. Seven torsion angles also parameterize each residue to calculate all
atom coordinates, assuming that all bond angles and bond lengths are fixed. The single representation is updated by
a novel invariant point attention (IPA) module, which is then used to update the local frame for each residue in an
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equivariant manner. The model is trained to minimize losses of the final predicted and intermediate structures for
parameter optimization with a novel frame-aligned point error.

Like other AI big models [I8[20] in natural language processing, AlphaFold2 is augmented with several auxiliary
losses for self-supervised training. For example, the pair representations are projected to predict pairwise binned
residue distances, and similar to masked language modelling [I8|, the final MSA representations is used to predict
masked amino acid types. Furthermore, inspired by noisy self-distillation [647], the pre-trained AlphaFold2 network
is subsequently fine-tuned on a new dataset composed of predicted structures with high confidence by pre-trained
AlphaFold2. The self-distillation allows the network to use the unlabelled data and effectively enhance accuracy.

What AlphaFold2 can’t do Although AlphaFold2 has made remarkable achievements on single protein structure
prediction, it is admitted that the vanilla AlphaFold2 is by no means versatile. Empirically, people find that AlphaFold2
usually struggles with multi-domain proteins and multimers. To tackle this, a series of works [I57ILI5721573L1574,
1575] built upon AlphaFold2 have emerged recently. We will discuss these works in the next section. Besides, the
success of AlphaFold2 relies heavily on the multiple sequence alignments (MSAs), which means that AlphaFold2 can
not handle single protein sequences well. Also, it is currently unclear how well AlphaFold2 can perform on mutated
proteins, de novo designed proteins, and other protein-ligand complexes.

RoseTTAFold RoseTTAFold [I556], an effort led by Prof. David Baker from University of Washington trying to
replicate AlphaFold2, is a three-track network designed for protein structure prediction that shares similar ideas
with AlphaFold2. The network produces PSP accuracies approaching DeepMind in CASP14, though it only predicts
backbone coordinates and ignores sidechain placements. The main architecture of the network is highly related to that
of AlphaFold2 as it drew inspiration from DeepMind’s presentation before the method paper of AlphaFold2 came out.
The key of RoseTTAFold is also the maximal information flow between different parts of the networks (three-track
network). As a counterpart of AlphaFold2, it provides many insights to the broad bioinformatics community and has
spawned lots of follow-ups [1576].

Protein-Protein Complex Structure Prediction Besides predicting the structure of a single protein, another very
important protein is predicting the complex structure of multiple proteins, which is a fundamental problem in biology
and underpins most processes in the immune system, signaling pathways, and enzyme inhibition [I577]. This is also
known as the problem of protein docking, which aims to predict the bound 3D structure of a protein-protein complex
given the structures of two proteins in the unbound state. Traditional approaches for protein docking include homology-
based methods, a.k.a. template-based modeling [I578|1579,1580LI58T1T582L1583[1584] and ab initio docking methods,
a.k.a, free docking [I585L[1586]. The former ones are based on template structures of homologous complexes obtained
by searching databases of known structures iteratively. The latter ones typically follow three steps: 1) randomly sample
a large number of orientations, 2) employ a scoring function to rank all generated candidates [I587I[1588,T589,1590],
and 3) refine the top complexes according to an energy model [I591]. Recent efforts have been devoted to using a
hybrid of template-based and free docking and building deep learning based systems to get more accurate scoring
functions [I592L[1593]. The performance of these methods is usually not satisfying either due to missing good structure
templates or inaccurate scoring function for ranking different orientations.

Intrigued by the recent breakthroughs of AlphaFold2 [1524] and RoseTTAFold [I556], there have been many
attempts to use them as subroutines to improve protein complex structure prediction. As both AlphaFold2 and
RoseTTAFold are only trained on protein monomer data sets, the challenge is how to apply them to predict the
complex structure of a pair of proteins. A straightforward solution is to add a residue gap or linker segment between
chains of a complex and treat it as a pseudo-monomer [I57TI572T5731574]. Ghani et al. [I594] combined this
approach with their physical-based docking method ClusPro [1595]. Pei et al. [1596] and Humphreys et al. [1576]
applied this method to generate a high-confidence dataset for previous unknown complex structures. Another major
difficulty in generalizing protein monomer structure prediction protocols to complex structure prediction is generating
and using the co-evolutionary information to guide the modeling of complexes, which are critical to predicting protein
structure accurately. There are some recent attempts to construct informative MSA for multi-chain proteins based on
heuristic methods [T597L1598/1599,[1600]. ColabFold presented their MSA pairing solution for prokaryotes using genetic
distance [I571]. Bryant et al. [I574] incorporated AlphaFold2 into their Fold and Dock pipeline and explored the docking
process of AlphaFold2 with different extended MSAs. Nonetheless, all of these approaches still use the AlphaFold model
trained on monomers and simply modify the input at the inference time, inducing a large generalization gap between
training and testing.

To address this issue, DeepMind presents their solution to extend AlphaFold to multiple chains, known as AlphaFold-
Multimer [I575]. Many training tricks are explicitly designed for protein complex structures. They followed Zhou et
al’s approach [I600] to pairing MSAs with genetic distances for prokaryotes and the similarity to the target sequence
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for eukaryotes. To facilitate training on protein complex datasets, they also proposed multi-chain cropping methods
and unclamped FAPE loss to put stress on interface regions, as well as a new predicted TM-score to measure model
confidence. Experimental results prove its effectiveness and ability to outperform all the above methods based on
inference-only modifications. This demonstrates the potential of big models in predicting the quaternary structure
of complexes. However, the number of complex structures is still much smaller than that of monomer proteins. In
the future, how to combine a large amount of monomer protein structures for pretraining and the limited amount of
complex structures for finetuning is an important direction.

17.2.3 Protein Design

Protein design, also frequently referred to as the inverse problem of protein structure prediction, seeks to identify
low-energy amino acid sequences that stabilize specific 3D structures or perform the desired function, e.g., binding to
a receptor. Various taxonomies are used to categorize approaches to protein design. For example, based on whether
structure information is involved in protein design, existing methods can be divided into sequence-based methods
and structure-based methods. The former line of algorithms directly designs amino acid sequences with specific
functionality based solely on sequence information (structure agnostic), while the latter line of algorithms follow the
dogma of “sequence — structure — function” and identify the amino acid sequences adopting desired structures and
performing the target function. Some other researchers divide these methods into two categories: template-based
methods modify the sequence and structure of naturally evolved proteins to achieve specific functions. de novo
design methods generate novel protein backbone structures and sample sequences optimal for these structures from
scratch. In this section, we follow the first taxonomy and refer readers to previous surveys [I553L[I601] for the second
taxonomy.

Sequence-based Methods Due to the sequential nature of amino acid sequences, most sequence-based protein de-
sign algorithms leverage advances in the field of natural language processing (NLP), e.g., auto-regressive models and
attention-based models [25/[18]. To put it simply, amino acid sequences are analogous to human sentences, and typical
NLP algorithms can be directly applied to them with minor modifications, e.g., language models. Usually, the vocab-
ulary size is much smaller as there are only 20 standard amino acid types. For example, Muller et al. [I602] train long
short-term memory (LSTM) networks on peptides dataset and use the resulting model for de novo sequence genera-
tion. The work has spawned a lot of follow-ups [I539[1603,1604], and differences lie in how auto-regressive generative
models are defined. Apart from auto-regressive models, there have also been a lot of attempts to use VAE and GAN
for de novo sequence design [T605L[1606l1607], we refer readers to a previous survey [1608] for more details.

Structure-based Methods Typical structure-based de novo protein design algorithms begin by determining a protein
fold or backbone structure according to desired properties (“structure — function”). Backbone structures control
the overall shape of proteins. Therefore, ensuring the physical realizability of backbones is crucial for the success of
protein design. One common strategy for de novo backbone design is fragment assembly [T609,I610,T611], where small
fragments from natural proteins with desired secondary structures are assembled into backbone structures. There have
also been attempts to incorporate experts’ domain knowledge into backbone design [I612[T613}[1614], and redesigning
existing native backbone structures [T6I5LI616,1617]. Recently, machine learning-based backbone design is attracting
increasing attention, thanks to the abundant structural data deposited in PDB. To name a few, Anand et al. [LI618[1619]
represent protein structures by pairwise distances between all backbone atoms and recover the backbone coordinates
in a differentiable way. Eguchi et al. [I620] introduce a torsion- and distance-aware backbone generative model using
variational autoencoder. Anishchenko et al. [I621] leverage the idea of network “hallucination”;, and novelly use the
trained PSP model to predict the distance map of a randomly generated input sequence, which is further optimized
based on the KL-divergence between the distance map and background distribution.

Once backbone structures are given, the second step of structure-based protein design is a selection of optimal amino
acid sequences that will stabilize given structures (“sequence — structure”), a.k.a., sequence optimization. Traditional
sequence optimization algorithms usually involve an energy function [1622|[1623L[1624] that measures the feasibility of
amino acid sequences and a searching strategy for expanding the candidate sets [1625l[1626L[1627]. Recently, several ma-
chine learning-based methods for protein sequence design have emerged. They typically model the distribution of amino
acids at each residue position conditioned on target structure [I570/1628,1629], mostly in a auto-regressive fashion.
For example, Greener et al. [1630] propose a VAE-based generative model to generate sequences based on a grammar
of protein structures encoded in string format. gcWGAN [1631] is a Generative Adversial Network (GAN)-based model
which generates novel sequences conditioned on the low-dimensional fold representation. Recently, transformer-based
generative framework [1632L[1633] are favored in literature, which uses an encoder-decoder architecture and leverages
the attention mechanism [25] to infer the complex relationship between different amino acid positions.
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17.3 Future Directions

Effective Protein Representation Learning. We are now witnessing exciting progress of protein representation learn-
ing by leveraging sequence modeling techniques (e.g., Transformers) from the natural language processing domain,
which follows the pre-training and fine-tuning paradigm and has been shown useful in a variety of downstream appli-
cations. However, there are still a few challenges. First, compared to the number of labeled data in natural language
processing and computer vision, the number of labeled proteins is still much limited, considering that obtaining the
labeled data is very time-consuming and expensive. Therefore, how to learn meaningful protein representations in the
presence of limited labeled data is a very promising direction. Besides leveraging a large amount of unlabeled protein
sequences for pretraining, we can also leverage some domain knowledge to help learn better protein representations. For
example, the GeneOntologyﬁ collects the functions of genes/proteins; biomedical knowledge graphs (e.g.,DrugBank,
STRING) encode the complex relationships between different biomedical entities, such as proteins, drugs, diseases,
which would be useful to learn meaningful protein representations. Therefore, leveraging many protein sequences with
the rich biomedical domain knowledge graphs (mainly organized through biomedical knowledge graphs) is a promising
direction to learn effective protein representations, which allows more accurate function prediction. Besides, we can
leverage techniques based on multi-task learning, transfer learning, and meta-learning to share supervision across data
tasks and quickly adapt to a new task with few-labeled data by learning from a large number of related tasks.

Second, existing progress in computer vision and natural language understanding are largely driven by large-scale
benchmarks such as ImageNet [I0] and GLUE [290]. However, in the domain of protein representation learning, a
large-scale and high-quality labeled protein data set is lacking, without which it is difficult to measure the progress of
different machine learning techniques fairly. Moreover, a standard benchmark for protein function prediction can spur
the interest of researchers in the machine learning community. Now, researchers working on protein representation
learning are mainly from the bioinformatics community. It would be necessary to prepare some public data sets and
open source codes to attract researchers from the machine learning community.

Third, though the progress on protein representation learning with amino acid sequences is very promising, utilizing
the amino acid sequences is still not sufficient to predict the function of a protein. For example, some similar sequences
(which could be only one or two amino acids different) could have very different structures and hence have different
functions; proteins with very different amino acid sequences could have a very similar structure and hence have
similar functions. Therefore, following the biology dogma“sequence — structure — function”, a better solution for
protein representation learning or function prediction is based on their structures. Recently, thanks to the progress
of structure prediction techniques such as AlphaFold and RoseTTAFold, the structures of many proteins could be
accurately predicted. As a result, how to develop deep learning techniques to capture the geometric features of protein
structures is an auspicious direction. Some existing techniques, such as Masif and DMasif are moving in this exciting
direction.

Protein Structure Prediction without MSA Efficient, accurate, and low-cost structure prediction algorithms are of
great practical value, which will enable many high-throughput applications in protein design. However, existing state-
of-the-art methods heavily rely on the co-evolutionary information from MSAs, which suffer from two limitations: 1) a
large fraction of proteins lack sequence homologs, including around 20% of all metagenomic protein sequences [1634],
about 11% of eukaryotic, viral proteins [I635] and newly designed proteins; 2) the computational cost for searching
MSA is pretty high due to the large size of databases used for search. For example, it only takes 5 minutes to infer the
structure of one protein with RoseTTAFold on a GPU, but the computation of MSAs takes dozens of minutes, which
becomes the bottleneck of the prediction process. There are some recent attempts to predict protein structures without
the MSA information [1636l[1637]. As a remedy, they instead use large-scale pre-trained protein language models, which
can implicitly capture co-evolutionary information but do not involve an expensive search process. Therefore, effectively
combining pre-trained big language models with protein structure prediction modules for efficient protein structure
prediction is an essential future direction.

De Novo Protein Design Most existing machine learning efforts for protein design focus on protein optimiza-
tion [1526]. In other words, using machine learning methods to optimize the property of a protein candidate. How to
design de novo protein remains a very challenging problem. There are some recent works that studied de novo protein
design with AlphaFold2 and RoseTTAFold [I525]. In the future, further combining these systems with large-scale
labeled data from high throughput bioassays will be a critical future direction.

Interpretability A general limitation of deep learning techniques is lacking interpretability. This has been receiving
growing interests in natural language understanding and computer vision and is particularly important in protein

13 http://geneontology.org/
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modeling and in biomedical research in general. For example, for protein function prediction, it would be essential to
identify the protein motifs responsible for the prediction results, allowing biologists to understand machine learning
predictions better and inform the follow-up design process. Developing deep learning approaches that are able to
reveal biological insights would be a huge asset for biological modeling in the future, which is also capable of bridging
between computational scientists and biologists and facilitating multi-disciplinary research.

Combining Data-Driven Methods with Physics-based Methods We are now in an era where knowledge-based physic
methods are transitioning to data-driven machine learning approaches. However, the two types of methods have both
their advantages and disadvantages. An ideal solution would be to combine the best of both worlds. Traditional
knowledge-based physic approaches can effectively leverage domain knowledge, offer good interpretability, but may
not be accurate and slow in practice, especially for large molecule modeling; on the other end, deep learning approaches
can learn from a large amount of data and hence make accurate predictions, and is also more efficient. However, for
deep learning methods, the interpretability is usually not compromised, and is data hungry, which may not perform
well in the presence of limited data. Indeed, in the example of protein structure prediction, deep learning techniques
(e.g., AlphaFold2) have already significantly surpassed traditional physic based methods (e.g., Rosetta) thanks to the
large amount of structure data collected in PDB. However, the performance of complex structure prediction with deep
learning methods is still not satisfying due to the limited number of complex data, and physic-based method (e.g.,
ClusPro) is combined with deep learning systems (e.g., AlphaFold2) for this problem. In the future, we will see more
and more deep learning approaches integrated with physic-based methods, especially in low-data applications.

Combining Computational Methods with Experimental Methods for Protein Design. We are witnessing technology
breakthroughs in both artificial intelligence, where big models can be built for accurate predictions by training on a
large amount of data, and biology, where a large amount of labeled data can be obtained through high throughput
bioassays. Effectively combining computational methods with web-lab experiments would make a huge difference in
future biological discovery. Specifically, web-lab experiments will be able to generate a huge amount of labeled data for
training deep learning models, while deep learning models will suggest promising protein sequences for synthesizing
and testing in wet-labs. A few rounds of interactions between computational methods and web-lab evaluations will
likely yet be promising candidates. The key is how to effectively and efficiently combine computational methods and
wet-lab experiments to reduce the number of protein sequences to be synthesized and tested. Active learning techniques
offer a promising solution that balances exploiting promising candidates suggested by current models and exploring
regions with large uncertainty.
To summarize,

— Big models trained on protein amino acid sequences and protein structure prediction system AlphaFold2, have
already been widely used in protein modeling and are generating huge impact in biology. As the number of data
is still constantly generated at an unprecedented speed (especially protein sequences), building larger models with
large data sets will remain an important future direction.

— Existing protein representation learning models are still mainly based on sequences. Since protein functions are
mainly determined by its 3D structure, an ideal solution for protein representation learning will be based on its 3D
structures. Thanks to the recent progress by AlphaFold2 and RoseTTAFold, a huge amount of 3D structures will
be available. Therefore, in the future, how to build big models based on 3D structures for protein representation
learning and understanding will be an important research topic.

— As mentioned above, closing the loop between computational methods and wet-lab experiments will significantly
accelerate the process of biological discovery (e.g., protein design) in the future.

18 Conclusion

As shown in this paper, the study of big model are introduced from four levels, which are resource, model, key
technology and application. In each level, we discuss the present development and future work. Though above contents
are illustrated in the view of every direction, we can still extract some general opinions of big models from them. In
this section, we summarize the significance and several future research directions of big model.

18.1 The Significance of Big Models

Big Models will Change the Al Research Paradigm and Improve the Efficiency of Researches. Compared with
the present domain-focused Al research situation, the emergence of big model enables the multi-field study based
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on the same big model, which will effectively simplify the difficulty of artificial intelligence system construction and
development. Developers can explore various possibilities and form a large developer community and commercial
ecology based on the APIs of a big model similar to GPT-3 or WuDao. In this ecosystem, big models will be in the
position of operating systems or basic development platforms. Meanwhile, with the help of big models, researchers
have the chance to open the black box of deep network based general models, studying the mechanism and basic
theory of intelligent capabilities emergence, thus further promote the technological development of AI. In addition,
the big model can potentially become a new programming or human-machine cooperation paradigm. After obtaining
large parameter scale from learning big data, big model allows human to use a small amount of prompt information to
train or adjust their output contents. The higher the quality of human prompt information, the better the problem-
solving and creative ability embodied by the big model based artificial intelligence system. This implies that human
can interact with AI systems in a new cooperation paradigm similar to programming in the future, helping AI systems
complete tasks better. Al will gradually solve many technical problems in the process of studying big models, which
can help scientific research institutions carry out technical research with minor cost, improve the scientific research
efficiency of artificial intelligence.

The Big Model will Improve the Intelligent Level of Al Applications and Promote the Formation of A New
Industrial Paradigm. Big models can promote the AI application to a more advanced level. Presently, there are many
high potential industrial application fields that big models can be applied to, such as news generation, business text
analysis, legal text analysis, etc. The intervention of big model can break the traditional work pattern and inject
new energy in those fields. Furthermore, big models can be beneficial to improving intelligent level of existing Al
applications. For example, big model can improve the communication ability of intelligent customer service, optimize
the user experience and accelerate the industrial development in related fields. Big models bring a new industrial
pattern, which allows researchers to develop a variety of industrial applications on the basis of a single big model.

18.2 Several Directions of Future Work
18.2.1 Data and Knowledge

The lack of common sense and world knowledge is the pain point of big models. By training on large-scale corpus, big
models can capture a series of statistical features of a language, such as language expression habit, fixed collocation
and rules of grammar. However, above learned linguistic knowledge only ensures that model can output sentences in a
grammatically correct and fluent form, the correction of the contents cannot be guaranteed. Therefore, adding world
knowledge to the training process can guide big models output contents that are compatible with human common
sense, thus further improving the intelligence level of models.

In terms of fusing data and knowledge together in model training, the mainstream approach is to express a piece
of knowledge in the form of a triplet, such as (main entity, secondary entity, relation). However, the form of triplet is
not applicable in all cases because the real-word knowledge and common sense are complex and even dynamic in many
situations. Thus, breaking the regular triplet expression and exploring more effective data-knowledge fusion method
are essential to the future development of big models.

The aim of introducing knowledge in model training and exploring effective expression method is to inject knowledge
into big models as much as possible. Nevertheless, some researchers argue that it is unnecessary for big models to
memorize such huge amount of knowledge. It is more important to learn the ability behind knowledge instead, including
the summarization and extraction of knowledge from a piece of text. Developing these kinds of deep-level abilities in
machines is also helpful for solving the problem of lack of knowledge and common sense, thus enhancing the intelligence
of big models in a great extent.

18.2.2 Efficient Computing

Combining deep learning with self-supervised learning, big models have demonstrated amazing task versatility. How-
ever, with the trend of model scaling, expensive computational power and high consumption of training time add build-
and-use barriers to big models. In order to construct and apply big models efficiently, parallel computing techniques,
such as data parallel, model parallel, pipeline parallel and expert parallel, become possible solutions to accelerate the
training and inference process. Presently, it remains a difficult problem to run a single node program in distributed
systems, which means constructing a both programmer-friendly and high-performance parallel framework needs to be
further studied.

In addition to accelerating the computing process by using parallel systems, there are some other approaches that
can potentially help. By developing the compilation technique further, it is possible to design a more flexible computing
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framework that can improve the training efficiency as well as maintaining training performance. Besides, the efficiency
of big model training can also benefit from the proper application of mixed-precision systems and the exquisite design
of domain-specific systems.

18.2.3 Multi-modal fusion

The Al research is trying to build human-like intelligent machine. It is not enough to train model with only one
dimension data, because human can learn from the world textually, visually and acoustically. Recently, many studies
have proved that visual knowledge and text knowledge enhance each other in the unified semantic space. When
extending the modality of big models, some abilities and performances in specific tasks can be potentially improved.
For example, the use of multimodality information can assist the model’s ability of common sense learning and
reasoning, and contribute to downstream tasks, such as machine translation, text generation and autonomous driving.

More effective multimodality fusion representation will be the key research direction in the future. Furthermore,
the multimodality data format should not be restricted to texts, images, videos and audios. It is possible to achieve
great breakthrough in the fusion of other new types of information.

18.2.4 Cognitive Reasoning

With continuous technological innovation, Al has increasingly entered our daily life under the support of big models.
Recently, Al has relied on big data to simulate human perception, but it lacks a human thinking process. So, big
models are insufficient in complex cognitive intelligence tasks such as reasoning and decision-making.

It is still far from optimal for big models to perform cognitive reasoning. Combining big models with large-
scale commonsense knowledge to realize cognitive reasoning and logical expression still faces significant challenges.
Developing a cognitive graph that integrates core technologies such as commonsense knowledge, logical expression,
and cognitive reasoning will become the key to the big model technology breakthrough.

18.2.5 Theory

Currently, the mainstream architecture used for big models is transformer. Many studies find that the performance of
big models can be improved constantly as model parameter scaling. Recent researches also suggest that the performance
improvement brought by enlarging model parameter do exist an upper bound. However, people know little about the
intelligence expression limit of the model structure like transformer. Finding the upper bound is difficult, but it is
crucial for making research strategies, such as whether to continue enlarging model scale. In addition to studying the
intelligence boundary of transformer-based big models, it is also necessary to explore more efficient model structure
that may raise the upper bound of machine intelligence. It is challenging technically but has the high potential to
achieve huge breakthrough in big model research.

In order to achieve higher levels of machine intelligence, larger models perform better and better within a certain
range but with lower and lower marginal benefits. Therefore, scaling up the model is only a means to touch the upper
limit of machine intelligence, and further research and exploration on the nature and laws of the model need to be
conducted.

18.2.6 Interpretability

DNNs can be regarded as black-box models because people know little about how models output the final result
according to the input information. As the big models enlarging significantly, more complex model architectures and
deeper model layers make big model’s interpretability harder to study. In general, the research of BM interpretability
is basically to answer the question that what did BM learn and how it can be improved? Understanding that question
is vital to the further development of BMs.

As an initial stage, researchers need to establish the theoretical connection between BM’s different factors, such as
the model’s architecture, the model’s data representation and the model’s performance. Only when the relationship is
studied clearly, there is the chance to analyze what data contribute to the model learning and what kind of knowledge
can the model obtain. Furthermore, present model improvement methods are conducted in an empirical way, which
means researchers adjust their work (e.g. model architecture design) directions by huge amount of experiments. Thus,
establishing such kind of theoretical relation is also the basis of oriented model improvement. As the interpretability
study going deeper in the future, the BM research are expected to enter an explainable manner, which means the
influence of several different factors to the model performance can be quantified.
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18.2.7 Reliability and Security

It is noted that recent research in the big models has largely emphasized the ever-larger dataset and more computing
power. However, if we do not consider the security or reliability of the big models, the potential security risk would be
more serious as applications of big models become deeper. The study of BM reliability and security is to ensure that
models can defend various kinds of attacking approaches and then be used safely in specific tasks, especially in those
human safety and confidential information related fields.

On the one hand, the output of BM itself should be more reliable. Researchers are expected to improve model
performance by shifting the model training from the data-driven method to a broader coalition with a variety of
knowledge. Besides, it is also valuable to study BM’s ability of shared learning on confidential data and life-long
learning. On the other hand, the defending system of BMs need to be further developed, including both the attack
detection and the attack defending. Simulation-based technology can be applied in the risk test of BMs, providing
the suggestion of potential disturbances and even their corresponding probabilities. Moreover, designing new machine
learning models that can use sources to track fraudulent data is essential to the system to defend various types of
adversarial attacks.

18.2.8 Governance

With the rapid development of big models, some serious problems appears simultaneously. For example, the privacy
information leakage are found in some big model outputs. To ensure that big models are used properly and bring
positive effects to the society, the governance method is worth studying.

Firstly, collaborative governance methods require multi-party participation. In addition to the government, stake-
holders such as big model research organizations, big model users and other third-party institutions need to be included
in the governance process. The government should play its dominant role and fully combine the advantages of all par-
ticipants. For example, the government can conduct policy making under the help of research institutions’ advanced
technologies to solve the problem raised by big model users.

Secondly, ideal governance methods need to be effective in both global governance and modular governance. The
aim of global governance is to balance the relationship between technology development and safety restrictions, thus
improving big models as well as satisfying basic requirements of every stakeholder. In term of modular governance,
all big-model-related domains should be taken into consideration, including data, algorithms and computing power.
Governance methods need to be investigated respectively according to the real situation in different modules.

Thirdly, reliable governance methods should be dynamic, changing along with the big model development. In
real-world situation, any slight progress of big models can present huge challenges to current governance system.
Therefore, big model governance should maintain the idea of iterative optimization. That means, frequent updating
and modification of governance methods are necessary. Additionally, rapid changes also propose higher requirements
for the quickly reaction ability and flexibility of governance participants.

18.2.9 Evaluation

Big model evaluation systems should provide impartial comparisons between different models and give guidance for
model’s better development. The construction of high-quality evaluation system is also beneficial for the research of big
model theory and interpretability enhancement. To improve the effectiveness and reliability of the big model evaluation
system, efforts must be paid in both high-quality datasets construction and innovation of new evaluation methods.
The evaluation dataset should have balance distribution and avoid bias as much as possible. As for evaluation method,
it is promising to measure big models in a modular, interactive and dynamic way.

In addition to the evaluation of model performance, it is also necessary to comprehensively evaluate models’
efficiency. Firstly, the computing efficiency is tightly related to the consumption of computing power and electricity
energy, which is an important part considered in real application scenarios. The evaluation system targeting this aspect
can help big model develop in an environmental-friendly pattern. Secondly, the models’ efficiency of information
representation should also be measured in a good manner. Those representation efficiency measures refer to how
much information can be represented with a fixed model scale. The evaluation results are helpful in exploring better
architecture for big models.

18.2.10 Application

Big model is a bridge connecting the technology ecology and industrial ecology of Al, driving the development of
basic software and hardware and supporting the flourishing of intelligent applications. The big model will change the
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industrial paradigm. Most companies can call big model API to develop intelligent applications without Al research
investment. The big model is multi-task adaptive and can be applied to different tasks in multiple scenarios. Due to the
fantastic performance of big models, many big model applications exist in different fields, such as text generation, Al
coding, protein structure prediction, etc. In addition to the existing intelligent applications, we need to further explore
the big model applications in science (mathematics, physics, life, medicine, etc.), engineering, and also interdisciplinary.
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